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Abstract—In this paper, we propose the use of a multiobjective
evolutionary approach to generate a set of linguistic fuzzy-rule-
based systems with different tradeoffs between accuracy and in-
terpretability in regression problems. Accuracy and interpretabil-
ity are measured in terms of approximation error and rule base
(RB) complexity, respectively. The proposed approach is based
on concurrently learning RBs and parameters of the member-
ship functions of the associated linguistic labels. To manage the
size of the search space, we have integrated the linguistic two-
tuple representation model, which allows the symbolic translation
of a label by only considering one parameter, with an efficient
modification of the well-known (2 + 2) Pareto Archived Evolu-
tion Strategy (PAES). We tested our approach on nine real-world
datasets of different sizes and with different numbers of variables.
Besides the (2 + 2)PAES, we have also used the well-known non-
dominated sorting genetic algorithm (NSGA-II) and an accuracy-
driven single-objective evolutionary algorithm (EA). We employed
these optimization techniques both to concurrently learn rules and
parameters and to learn only rules. We compared the different ap-
proaches by applying a nonparametric statistical test for pairwise
comparisons, thus taking into consideration three representative
points from the obtained Pareto fronts in the case of the multiob-
jective EAs. Finally, a data-complexity measure, which is typically
used in pattern recognition to evaluate the data density in terms
of average number of patterns per variable, has been introduced
to characterize regression problems. Results confirm the effective-
ness of our approach, particularly for (possibly high-dimensional)
datasets with high values of the complexity metric.

Index Terms—Accuracy–interpretability tradeoff, fuzzy rule-
based systems (FRBSs), linguistic two-tuple representation, multi-
objective evolutionary algorithms (EAs).

I. INTRODUCTION

THE AUTOMATIC identification of fuzzy systems from
data samples for carrying out specific tasks can be consid-

ered as an optimization or search process. Currently, evolution-
ary algorithms (EAs), particularly genetic algorithms (GAs) [1],
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[2], are considered to be among the most effective and widely
used global search techniques. As a result, EAs have been ex-
tensively applied to identify fuzzy systems, mainly with the
objective of increasing accuracy, thus leading to the so-called
genetic fuzzy systems [3]–[5].

The problem of finding the right tradeoff between inter-
pretability and accuracy, in spite of the original nature of fuzzy
logic, has given rise to a growing interest in methods that take
both aspects into account [6]. Ideally, both criteria should be
satisfied to a high degree; since they are in conflict, however,
this is not generally possible. As this problem is of a multiobjec-
tive nature, the use of multiobjective EAs (MOEAs) [7], [8] or
multiobjective machine-learning techniques [9], [10] to obtain
a set of solutions with different tradeoffs between both kinds of
criteria represents a new and interesting approach.

Although there are some works in the literature that use both
standard and specific MOEAs to improve the difficult tradeoff
between interpretability and accuracy of Mamdani fuzzy-rule-
based systems (FRBSs) [11]–[20], most of them are applied to
classification problems. In these works, authors try to obtain sets
of nondominated solutions corresponding to different tradeoffs
by selecting (postprocessing) or learning the set of rules that best
represents the example data. None of these approaches, however,
consider the learning or tuning of membership function (MF)
parameters, which involves a more complex search space. It is
only recently that two similar MOEAs have been proposed to
perform a tuning of the MFs while evolving the antecedents
of a previously obtained rule base (RB) in classification prob-
lems [21], [22]. The authors first create a decision tree through
the classical C.4.5 algorithm and transform this decision tree
into a fuzzy-rule-based classifier (FRBC). Thus, relevant vari-
ables are selected and an initial partition of the input space is
performed. Then, they randomly modify some parameters of
this FRBC to generate the individuals of the initial population
of the NSGA-II MOEA [23]. Thus, in practice, they start from
an initial knowledge base (KB) and apply an MOEA to tune this
KB rather than to learn it.

With regard to regression, only a few works can be found in
the literature. An efficient, modified version of the well-known
(2+2) Pareto Archived Evolution Strategy (PAES) [25] and ap-
propriate genetic operators have been proposed in [24] to gen-
erate a set of Mamdani FRBSs with different tradeoffs between
accuracy and complexity. Though this approach does not con-
sider database (DB) learning, it allows the derivation of a large
set of nondominated RBs. Recently, two approaches have also
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taken MF parameter learning into account. The authors in [26]
and [27] have applied classic tuning of the MF parameters (three
points per MF), together with a rule selection. This approach
focuses the search on the most accurate part of the Pareto front,
thus obtaining a short Pareto with very fine solutions in terms
of accuracy. An MOEA has been applied in [28] to adapt MF
parameters to specific contexts so as to maximize accuracy and
the value of a purposely defined interpretability index. These
algorithms were usually tested on two or three datasets, which
is the common practice in the regression community, since the
curse of dimensionality is more difficult to address in continuous
output domains, and further, few datasets are usually available.

In this paper, we propose a technique to perform both the RB
identification and the DB learning in the same multiobjective
framework for regression problems. In this way, the whole KB
of a set of nondominated FRBSs is generated at the same time
by taking the existing dependencies between the RB and the
DB into account. Learning both parts concurrently represents a
way to improve the accuracy of FRBSs; on the other hand, the
search space becomes extremely complex and must be handled
by state-of-the-art EAs.

In order to reduce the search space, the linguistic two-tuple
representation [29], [30], together with the RB identification
approach [24] based on an effective modification of the well-
known (2+2)PAES [25], has been exploited. The two-tuple rep-
resentation allows the lateral displacement of a label by only
considering one parameter instead of the classic three-point rep-
resentation used for triangular fuzzy sets. As shown in [29], this
helps obtain more accurate solutions when large search spaces
are considered. Further, the two-tuple representation preserves
the original shapes of the MFs. Finally, since the lateral dis-
placements are restricted to a short interval, the interpretability
is maintained at a good level.

Unlike our approach, the previous works that focused on
parametric adaptation of a DB have proposed techniques to
postprocess a predefined KB. These techniques are very useful
for the improvement of the accuracy of the KB but cannot gen-
erate it from scratch. Consequently, they could be considered as
complementary to our approach. For example, those proposed
in [26] and [27] could be applied as a second stage to the FRBSs
generated by the algorithm proposed in this paper (from lateral
displacements to classic three points in a reduced search space).
Obviously, we would lose part of the interpretability provided
by the linguistic two-tuple representation.

We tested our approach on nine real-world problems with
a number of variables ranging from 2 to 26 and a number of
samples ranging from 495 to 15 000. We used the well-known
NSGA-II and a single-objective GA (SOGA) driven only by
accuracy as comparisons. To assess the results obtained by the
different algorithms, we have applied a nonparametric statis-
tical test [31]–[34] for pairwise comparisons, considering, for
the MOEAs, three representative points of the obtained Pareto
fronts. Finally, we have proposed a categorization of the datasets
based on a simple data-complexity measure imported from the
pattern-recognition literature [35], [36]. This measure, which
is denoted by T2, is defined as the average number of patterns
per variable. Results confirm a positive synergy between the

Fig. 1. Tradeoff between the error and the complexity of rule sets.

learning of rules and the two-tuple-based technique, particu-
larly in (possibly high-dimensional) datasets characterized by
high values of T2.

This paper is arranged as follows. The next section briefly
analyzes the state of the art in the use of MOEAs to gener-
ate Mamdani FRBSs with different tradeoffs between accuracy
and interpretability. Section III explains how we codify the lin-
guistic RB and presents the linguistic two-tuple representation.
Section IV describes the proposed MOEA for learning KBs.
Section V shows and discusses the results obtained on nine
real-world problems. Section VI gives some conclusions. Fi-
nally, Appendix I describes the Wilcoxon signed-rank test, and
Appendix II shows the results obtained in two representative
points of the Pareto fronts.

II. USE OF MOEAS FOR GENERATING FRBSS WITH

DIFFERENT ACCURACY–INTERPRETABILITY TRADEOFFS

MOEAs generate a family of equally valid solutions, where
each solution tends to satisfy a specific criterion to a higher
extent than another. For this reason, MOEAs have also been ap-
plied to generate a set of FRBSs with different tradeoffs between
complexity and accuracy. Here, each solution in the Pareto front
represents a different tradeoff (see Fig. 1).

The most prolific research activity in the application of
MOEAs to Mamdani FRBS generation has been performed by
Ishibuchi’s group. Earlier works [13] were devoted to using sim-
ple first-generation MOEAs to perform a rule selection on an
initial set of classification rules involving “don’t care” condi-
tions and considering two different objectives: classification ac-
curacy and number of rules. Then, a third objective was included
to minimize the length of the rules by rule selection [15] or rule
learning [15]. The authors in [18] apply a more effective MOEA,
i.e., the multiobjective genetic local search (MOGLS) [37], for
rule selection with the same three objectives. Finally, two algo-
rithms based on an MOEA of the second generation (NSGA-II)
have been proposed for rule selection [20] and rule learning [19],
considering the same concepts. We can also find related papers
from other researchers. For instance, in [11], Cordon et al. use
a classical MOEA (MOGA) to jointly perform feature selection
and fuzzy set granularity learning with only two objectives.

It should be highlighted that all the mentioned methods were
applied to classification problems for rule selection or rule learn-
ing, without learning or tuning the MF parameters that were
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initially fixed. Moreover, the used MOEAs are slight modifica-
tions of MOEAs proposed for general use (MOGA, NSGA-II,
etc.) or are based on them. Note that these MOEAs might need
an adaptation to improve their search capability in order to ob-
tain good results also for the accuracy objective. For example,
one possibility could be the use of similarity measures as in [20]
(favoring the crossover of similar solutions). Recently, two sim-
ilar MOEAs (based on NSGA-II) were proposed to postprocess
an initial FRBS in classification problems [21], [22]. Both algo-
rithms perform a tuning of the MFs while evolving the premises
of the initial RB.

On the other hand, there are few works in the framework of
fuzzy modeling for regression problems. The authors in [17]
show how a simple MOEA can be applied to a three-objective
optimization problem to obtain Mamdani FRBSs. An adaptation
of the efficient (2 + 2)PAES [25] has been applied in [24] for
the identification of Mamdani FRBSs for regression problems
by considering the minimization of two objectives (the system
error and the number of variables involved in the antecedents
of the rules). These approaches do not consider learning or tun-
ing of MF parameters. A new method was recently proposed
in [26] and deeply discussed in [27] to perform rule selection
and MF parameter tuning of Mamdani FRBSs by forcing mating
restrictions to concentrate the search around the most promising
solutions, thus allowing exploration at the beginning and favor-
ing the exploitation of the most accurate solutions at the end
(SPEA2Acc). This approach was proposed as a postprocessing
technique and can be applied to improve previously obtained
KBs. Further, in [28], another MOEA has been adopted to per-
form context adaptation (adaptation of the MFs by using scaling
functions) as a postprocessing algorithm applied to an initial KB.
This algorithm considers the system error and an interpretability
index as objectives.

Some applications of MOEAs have also been discussed in
the literature to improve the difficult tradeoff between accuracy
and interpretability of Takagi–Sugeno models [42]. Accuracy,
interpretability, and compactness have been considered as ob-
jectives in [38]–[41] to obtain interpretable and very accurate
Takagi–Sugeno models.

Table I summarizes the different methods, which, to the best
of our knowledge, have been proposed in the literature. In this
paper, we propose a new method to concurrently learn the RB
and the DB (MF parameter learning) of Mamdani FRBSs. In
Table I, we also summarize the main characteristics of this new
approach.

III. PRELIMINARIES: RB AND DB REPRESENTATION

This section discusses how we represent the RB and intro-
duces the linguistic two-tuple representation used to learn MF
parameters.

A. Linguistic Fuzzy RB Representation

Let X = {X1 , . . . , XF } be the set of input variables and
X(F +1) be the output variable. Let Uf be the universe of the
fth variable. Let Pf = {Af,1 , . . . , Af,Tf

} be a uniform fuzzy
partition with Tf linguistic terms (labels) on the fth variable.

TABLE I
USE OF MOEAS FOR GENERATING FRBSS WITH DIFFERENT

ACCURACY–INTERPRETABILITY TRADEOFFS

The mth rule (m = 1, . . . ,M ) of a Mamdani fuzzy system can
be expressed as

Rm : If X1 is A1,jm
1

and · · · and XF is AF,jm
F

Then, ,X(F +1) is A(F +1),jm
(F + 1 )

where jm
f ∈ [1, Tf ] identifies the index of the label (among the

Tf linguistic terms of partition Pf ), which has been selected for
Xf in rule Rm . A linguistic RB can be completely described by
the following matrix J ∈ �M ×(F +1) :

J =




j1
1 · · · j1

F j1
(F +1)

· · · · · · · · · · · ·
jm
1 · · · jm

F jm
(F +1)

· · · · · · · · · · · ·
jM
1 · · · jM

F jM
(F +1)




where the generic element (m, f) indicates that fuzzy set
Af,jm

f
has been selected for variable Xf in rule Rm . As

an example, let us consider a two-input–single-output system
with three labels per variable. Let P1 = {A1,1 , A1,2 , A1,3},
P2 = {A2,1 , A2,2 , A2,3}, and P3 = {A3,1 , A3,2 , A3,3} be the
uniform fuzzy partitions of the two input variables and the out-
put variable, respectively. Then, the following Mamdani system:

R1 : If X1 is A1,2 and X2 is A2,1 Then, X3 is A3,1

R2 : If X1 is A1,2 and X2 is A2,2 Then, X3 is A3,1

R3 : If X1 is A1,1 and X2 is A2,1 Then, X3 is A3,2

is represented by the matrix

J =




2 1 1
2 2 1
1 1 2


 .
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Fig. 2. Symbolic translation of a label and lateral displacement of the associated MF. (a) Simbolic Translation of a label. (b) Lateral Displacement of a Membership
function.

In matrix J , the antecedent of each rule involves all input
variables. On the other hand, some input variables could be
irrelevant or even misleading in practical applications. Thus,
it would be desirable to retain only those input variables that
actually contribute to the characterization of the system. To this
end, we add a new fuzzy set, denoted by Af,0 , f = 1, . . . , F for
each of the F input partitions Pf : Af,0 is characterized by an MF
equal to 1 on the overall universe. This means that the condition
Xf is Af,0 , denoted as don’t care condition in the literature,
which does not affect the computation of the activation degree.
In other words, for the specific rule, the variable Xf is not taken
into account.

B. Linguistic Two-Tuple Representation

A new model of the tuning of FRBSs was proposed in [29]
considering the linguistic two-tuple representation scheme in-
troduced in [30], which allows the lateral displacement of the
support of a label and maintains the interpretability at a good
level. This proposal introduces a new model for rule repre-
sentation based on the concept of symbolic translation [30].
The symbolic translation of a label is a number in [−0.5, 0.5].
This interval defines the variation domain of a label when
it is moving between its two adjacent lateral labels [see
Fig. 2(a)]. Let us consider a generic linguistic fuzzy partition
Pf = {Af,1 , . . . , Af,Tf

}. Formally, we represent the symbolic
translation of a label Af,j in Pf by means of the two-tuple
notation

(Af,j , αf,j ), Af,j ∈ Pf , αf,j ∈ [−0.5, 0.5).

The symbolic translation of a label involves the lateral variation
of its associated MF. This proposal decreases the complexity of
the tuning problem, since the three parameters considered per
label are reduced to only one translation parameter. Fig. 2 shows
the symbolic translation of a label represented by the two-tuple
(Af,3 ,−0.3), together with the associated lateral variation.

In [29], two different rule representation approaches have
been proposed: a global approach and a local approach. The
global approach tries to obtain more interpretable models, while
the local approach tries to obtain more accurate ones. In our case,
learning is applied at the level of linguistic partitions (global
approach). By considering this approach, the label Af,j is trans-
lated with the same αf,j value in all the rules where it is consid-
ered, i.e., a global collection of two-tuple is used in all the fuzzy
rules. Note that from the parameters αf,j applied to each label,
we could obtain the equivalent triangular MFs. Thus, an FRBS
based on linguistic two-tuple can be represented as a classic
Mamdani FRBS [43], [44]. See [29] for more details on this

approach. In this way, from the point of view of interpretability,
we have the following.

1) The original shapes of the MFs are maintained (in our
case triangular and symmetrical) by laterally changing the
location of their supports.

2) The lateral variation of the MFs is restricted to a short
interval, thus ensuring overlapping among adjacent labels
to some degree but preventing their vertex points from
crossing.

C. Positive Synergy Between Rule Learning and the
Two-Tuple Representation

Rule learning and MF parameter learning can be used in a
synergic way to obtain FRBSs that are not only accurate but also
simple. There are several reasons for this positive synergy. Let
us presuppose the use of rule learning before parameter learn-
ing, as is usual in the literature. In this case, the existence of
predefined rules, whose generation process has been optimized
for a specific predefined DB, might impose strict constraints on
fuzzy partitions, thus reducing the ability of the MF parameter
learning to obtain precise linguistic models. Furthermore, the in-
terpretability itself could be affected since the MFs used in some
rules could not have the shape and location suited to represent
their meaning. On the contrary, learning rules concurrently with
MF parameters allows the appropriate adaptation of the RB by
changing, removing, or adding rules, in order to facilitate choos-
ing the most appropriate parameters for the problem at hand. In
this way, system accuracy can be significantly improved, and
system interpretability can be maintained at an acceptable level.
This is increasingly true as the problem complexity increases be-
cause a larger number of variables usually requires a larger num-
ber of rules. Thus, in real complex problems, most of the effort is
typically devoted to increasing the performance of some wrong
rules rather than to improving the performance of the overall
FRBS by performing a complex MF parameter-learning process.

On the other hand, learning the RB and the DB concurrently
can make the search space so large that suboptimal models are
generated [45]. In this context, the use of the two-tuple repre-
sentation can help reduce the search space by allowing proper
convergence to better global solutions that take the existing de-
pendencies between rules and MF parameters into account. In
the following section, we propose to adapt an efficient version
of the (2 + 2)PAES [25] to learn rules and MF parameters con-
currently, thus exploiting the symbolic translation of the MFs.
This allows us to achieve the following objectives:
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1) to increase the linguistic model accuracy by concurrently
searching the best combinations of rule sets and MF
definitions;

2) to obtain interpretable linguistic models since the two-
tuple representation approach maintains the original shape
of MFs, and the lateral displacements are restricted to a
short interval. Further, linguistic two-tuple could be inter-
preted as a change in the linguistic meaning of the labels,
as indicated in [29];

3) to favor the combined action of the RB and DB learning
strategies by reducing the search space due to the two-
tuple representation [29] (only one parameter per label).

IV. MULTIOBJECTIVE APPROACH FOR LEARNING KBS

To obtain a set of KBs with different tradeoffs between accu-
racy and interpretability, we look for both the J matrix, which
represents linguistic RBs, and the displacement parameters of
the corresponding MFs in the associated DB. We exploit a dou-
ble coding scheme (coding of rules and coding of parameters)
and prove the effectiveness of the approach by using a modified
version of the (2 + 2)PAES [25], which is denoted as modi-
fied PAES [24]. We call this new approach as PAESKB . Unlike
classical (2 + 2)PAES, which only uses mutation to generate
new candidate solutions, modified PAES exploits the one-point
crossover and two appropriately defined mutation operators.
The authors experimentally verified that, with these kinds of
problems (linguistic modeling), crossover helps to create an ap-
proximation of the Pareto front where solutions are uniformly
distributed. The crossover and the mutation operators were pro-
posed in [24] to evolve linguistic RBs and have to be combined
here with appropriate operators for the parameter-coding part.
To assess the goodness of PAESKB , we have also implemented
the well-known NSGA-II [23], considering the same objectives
as PAESKB and an SOGA driven only by accuracy. All of them
use the same chromosome coding scheme, i.e., real coding for
the DB and integer coding for the RB, and the same mutation
and crossover operators with the same probabilities. The algo-
rithms differ because SOGA and NSGA-II are population-based
MOEAs, whereas PAES is a steady-state algorithm. SOGA and
NSGA-II use the same initial population. Further, SOGA and
NSGA-II use the binary tournament selection, whereas PAES
randomly extracts two parents from the archive. In the follow-
ing sections, we describe the common coding scheme, the initial
population generation, the objectives to be optimized, the mat-
ing operators, and, finally, the two MOEAs and the SOGA.

A. Coding Scheme and Initial Population

Fig. 3 shows the chromosome representation. The chromo-
some is composed of two parts: CRB and CDB , which codify
the RB and the DB, respectively.

1) CRB : The CRB part is a sequence of integer genes
jm
f (jm

f ∈ [0, Tf ] for the input variables and jm
(F +1) ∈

[1, T(F +1)] for the output variable), which identify the
indices of the labels selected for variable Xf in rule Rm .

2) CDB : The CDB part is a sequence of real genes αf,j , with
f ∈ [1, F + 1] and j ∈ [1, Tf ], where αf,j is the transla-

Fig. 3. Chromosome representation.

tion parameter associated with the label Af,j of partition
Pf .

In real applications, we are not interested in generating an
approximation of the overall Pareto optimal front; too-complex
solutions with a large number of rules are not typically signifi-
cant. Thus, to speed up the accuracy computation, we limit the
search space by imposing a fixed maximum number Mmax of
rules that can compose the system. Thus, the maximum length
of the chromosome is fixed. Also, the minimum length is fixed
to Mmin , where Mmin is the minimum number of rules that a
model can comprise.

The initial population is obtained with all individuals gen-
erated at random within the corresponding variation intervals.
For each individual, a random number is generated in [Mmin ,
Mmax ], determining the number of rules that are going to be
generated for this individual. Then, in order to generate each
rule, the same process described in Section IV-C for the first
mutation operator is considered. Once the integer part of the
chromosome has been generated, the real part is obtained by
randomly extracting real values in [−0.5, 0.5].

B. Objectives

Every chromosome is associated with a 2-D objective vec-
tor, with each element expressing the fulfillment degree of a
different objective. The first element of the vector measures
the complexity as the number of genes, corresponding to the
antecedents, which differ from 0, i.e., the sum of the input vari-
ables actually used in each of the M rules. The second element
corresponds to the mean squared error (MSE), which is defined
as

MSE =
1

2|E|

|E |∑
l=1

(F (xl) − yl)2

where |E| is the dataset size, F (xl) is the output of the FRBS
when the lth example is an input, and yl is the known desired
output. The fuzzy inference system considered to obtain F (xl)
uses the center of gravity weighted by the matching strategy as a
defuzzification operator and the minimum t-norm as implication
and conjunctive operators.

C. Genetic Operators and Their Application

This section describes the specific genetic operators em-
ployed to concurrently evolve RB and DB. For offspring gen-
eration, we adopt a hybrid crossover operator acting in both
chromosome parts and three different mutation operators, with
the first two acting in the RB part and the third in the DB part.
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Fig. 4. Different cases/stages of the application of the BLX-α crossover operator, with α = 0.5.

1) Crossover Operator: With regard to the crossover opera-
tor, we apply the classical one-point crossover for the CRB part
and the BLX-α operator [46], [47], with α = 0.5, for the CDB
part. Let C1 and C2 be the two current solutions.

1) The one-point crossover operator cuts the chromosomes
C1

RB and C2
RB at some chosen common gene and swaps the

resulting subchromosomes. The common gene is chosen
randomly in [Mmin , ρmin ], where Mmin is the minimum
number of rules, which must be present in an RB, and
ρmin is the minimum number of rules in C1

RB and C2
RB .

2) The BLX-α operator is applied twice consider-
ing C1

DB and C2
DB in order to obtain the CDB

parts of both offsprings. Let us assume that
C1

DB = (x1 , . . . , xg ) and C2
DB = (y1 , . . . , yg ), (xi, yi ∈

[ai, bi) = [−0.5, 0.5) ⊂ �, i = 1, . . . , g) are the two real-
coded chromosomes that are going to be crossed. Using
the BLX-α crossover, one descendant Z = (z1 , . . . , zg )
is obtained, where zi is randomly (uniformly) generated
within the interval [li , ui ], with li = max{ai, cmin − I},
ui = min{bi, cmax + I}, cmin = min{xi, yi}, cmax =
max{xi, yi}, and I = (cmax − cmin)α. Fig. 4 shows how
the BLX-α operator works at different stages of the evo-
lution process.

2) Mutation Operators: Three different mutation operators
are applied (the first two to the CRB part and the other to the
CDB part).

1) The first mutation operator adds γ rules to the RB, where γ
is randomly chosen in [1, γmax]. The upper bound γmax is
fixed by the user (we used γmax = 5 in the experiments). If
γ + M > Mmax , then γ = Mmax − M . For each rule Rm

added to the chromosome, we generate a random number
t ∈ [1, F ], which indicates the number of input variables
used in the antecedent of the rule. Then, we generate t
natural random numbers between 1 and F to determine
the input variables that compose the antecedent part of
the rule. Finally, for each selected input variable Xf , we
generate a random natural number jm

f between 1 and Tf ,
which determines the linguistic label Af,jm

f
to be used in

the corresponding input variable of rule Rm . To select the
consequent linguistic term, a random number between 1
and T(F +1) is generated.

2) The second mutation operator randomly changes δ ele-
ments of matrix J . The number is randomly generated
in [1, δmax], where δmax is fixed by the user (we used
δmax = 5 in the experiments). For each element to be mod-
ified, a number is randomly generated in [0, Tf ], where f
is the input variable corresponding to the selected matrix
element.

3) The third mutation operator simply changes a gene value
at random in the CDB part.

The crossover operator helps the algorithm perform a good
exploitation of the solutions generated so far. The first mutation
operator (the one that adds rules) is useful to generate solutions
of high complexity, and the second and the third operators (the
ones that change randomly some genes in CRB and CDB , re-
spectively) allow a good exploitation of the search space. Thus,
it follows that all the operators are necessary. In addition, we
performed several simulations in order to determine the effec-
tiveness of all the operators and to find a good setup for the as-
sociated probabilities. For example, we removed the one-point
crossover and observed that the algorithm did not explore sat-
isfactorily the search space, thus converging toward solutions
concentrated in the “low complexity–low accuracy” region. Re-
garding the mutation operators, we tried to remove the different
operators and execute the algorithm. We verified that, with the
removal of the first operator (the one that adds rules), the Pareto
front approximation was shorter and did not have complex solu-
tions. Further, we observed that when the second operator (the
one that changes randomly some gene in CRB ) was removed,
the solutions of the final Pareto front approximations presented
worse tradeoffs.

The probability of applying the crossover operator is Pcross =
0.5. As regards mutation, we manage separately the RB and the
DB parts. For the RB part, when the application of the crossover
operator is selected, the mutation is applied with probability
PmRB = 0.01; otherwise, the mutation is always applied with
PmRB = 1. When the application of the RB mutation is se-
lected, the first mutation operator is applied with probability
PmAdd = 0.55, and the second mutation operator is applied
when the first is not applied. The third mutation operator is
always applied with probability PmDB = 0.2. Pseudocode de-
scribing the application scheme of the different operators is
shown in Fig. 5. These values of probabilities have been deter-
mined after an accurate experimentation aimed at balancing ex-
ploitation of the current solutions and exploration of the search
space.

D. Modified PAES Evolutionary Model

The execution of the modified PAES starts with two randomly
generated current solutions C1 and C2 . At each iteration, the
application of crossover and mutation operators produces two
new solutions S1 and S2 from the current solutions C1 and
C2 . Unlike classical (2 + 2)PAES, which maintains C1 and
C2 as current solutions as long as they are not replaced by
solutions with particular characteristics, we randomly extract,
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Fig. 5. Genetic operators application scheme.

at each iteration, the current solutions. If the archive contains a
unique solution, C1 and C2 correspond to this unique solution.
It was verified in [24] that the random extraction of the current
solutions from the archive allows the extension of the set of
nondominated solutions contained in the archive in order to
obtain a better approximation of the Pareto front. With regard to
the candidate solution acceptance, S1 and S2 are added to the
archive only if they are not dominated by any solution contained
in the archive; possible solutions in the archive dominated by
S1 and S2 are removed. Typically, the size of the archive is
fixed at the beginning of the execution of PAES. In this case,
when the archive is full and a new solution S has to be added
to the archive, if S dominates no solution in the archive, then S
is inserted into the archive and the solution (possibly S itself),
which belongs to the region with the highest crowding degree,
is removed. If the region contains more than one solution, then
the solution to be removed is randomly chosen. The algorithm
ends when a specified number of evaluations are reached.

E. NSGA-II Evolutionary Model

NSGA-II is a population-based MOEA, which uses an ad
hoc density-estimation metric and a nondominance rank assign-
ment [23]. NSGA-II starts from an initial random population P0
of Npop individuals sorted according to nondominance. Each
individual is associated with a rank equal to its nondominance
level (1 for the best level, 2 for the next best level, and so on).
More precisely, first, the nondominated individuals are found
and associated with rank 1; then, in order to find the individu-
als with rank 2, i.e., those in the next nondominated front, the
individuals of the first front are temporarily discarded, and so
on. At each iteration t, an offspring population Qt of size Npop
is generated by selecting mating individuals through the binary
tournament selection and by applying crossover and mutation
operators. Then, parent population Pt and offspring population
Qt are combined to generate a new population Pext = Pt ∪ Qt .
A rank based on the nondominance level is assigned to each
individual in Pext . Using these ranks, Pext is split into different
nondominated fronts, one for each different rank. Within each
front, a specific crowding measure, which represents the sum of
the distances from each individual to its closest individual along
each objective, is used to define an ordering among individu-
als. The new parent population Pt+1 is generated deleting from

TABLE II
DATASETS CONSIDERED FOR THE EXPERIMENTAL STUDY

Pext the worst Npop individuals (considering first the ordering
among fronts and then among individuals). The algorithm ends
when a specified number of evaluations are reached.

F. Single-Objective Evolutionary Model: SOGA

SOGA starts from an initial random population P0 of Npop
individuals. At each iteration t, the MSE of each individual is
evaluated, and individuals are selected for reproduction by using
the binary tournament selection. The crossover and the mutation
operators explained in Section IV-C are applied to the selected
individuals with the same probabilities to generate the offspring
population Qt of Npop individuals. The new population Pt+1
coincides with Qt , except for the worst 5%, which is replaced
with the best 5% individuals of Pt . The algorithm terminates
when a specified number of evaluations are reached.

V. EXPERIMENTS

To evaluate the proposed approach, we have used nine real-
world problems with different complexities (different numbers
of variables and available data). Table II summarizes the main
characteristics of the nine datasets and shows the link to the
KEEL project Web page [48] from which they can be down-
loaded. This section is organized as follows.

1) First, we describe the experimental setup in Section V-A.
2) Second, we compare the different MOEAs in terms of the

most accurate solutions in Section V-B.
3) Third, we discuss the relevance of data complexity in

affecting the performance of the proposed approach in
Section V-C.

4) Fourth, we compare the PAESKB with the two SOGAs in
Section V-D.

5) Fifth, in Section V-E, for each dataset and for each MOEA,
we plot on the accuracy–complexity plane the centroids
of the first (the most accurate), median, and last (the least
accurate) solutions obtained on the training and test sets
in the different trials of the algorithms. We denote these
centroids as FIRST, MEDIAN, and LAST. These plots
provide a glimpse of the trend of the Pareto fronts. We
also show the centroids of the solutions generated by the
two SOGAs in the different trials. For completeness, we
also show some representative Pareto fronts achieved by
the different MOEAs.
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TABLE III
METHODS CONSIDERED FOR COMPARISON

6) Finally, we show the computational costs of the different
algorithms in Section V-F.

A. Experimental Setup

We applied the algorithms described in the previous sections,
namely, the modified PAES, NSGA-II, and SOGA, with the
MSE as the unique objective. In order to evaluate the advantages
of concurrently learning DB and RB, we applied the algorithms
both with and without DB learning (in practice, we consider
chromosomes composed of both CRB and CDB parts in the for-
mer case and composed of only the CRB part in the latter case).
Table III summarizes the algorithms used in the experiments.

We initially consider uniform fuzzy partitions of triangular
symmetrical MFs. We used five MFs for all the datasets, except
for Abalone and PT. For Abalone, we decided to use three fuzzy
sets for all the variables, as one of the variables has only three
values. On the other hand, we verified that the accuracy of the
models is quite similar by considering three or five linguistic
labels. With regard to PT, since the number of variables is quite
high (26 inputs), we decided to consider only three linguistic
labels in order to limit the number of parameters. The algorithm
parameters are set as follows: the maximum Mmax and the
minimum Mmin numbers of rules to 30 and 5, the maximum
number of evaluations to 300 000, and the population or archive
size to 64.

In all the experiments, we adopted a fivefold cross-validation
model, i.e., we randomly split the dataset into five folds, with
each containing 20% of the patterns of the dataset, and used four
folds for training and one for testing.1 For each of the five parti-
tions, we executed six trials of the algorithms. For each dataset,
we therefore consider the average results of 30 runs. In the case
of methods with multiobjective approach (all but SOGA), for
each dataset and for each trial, we generate the approximated
Pareto front. Then, we focus on three representative points: the
first (the most accurate), the median, and the last (the least ac-
curate) points. For each dataset, we compute the mean values
and the standard deviations over the 30 trials of the MSEs on
the training and test sets and the number of rules and number of
variables actually used in the FRBSs. For the SOGAs, we com-
pute the same mean values and standard deviations over the 30
solutions obtained for each dataset. In order to assess whether

1The corresponding data partitions (fivefold) for these datasets are available
at the KEEL project Web page (see [48]: http://sci2s.ugr.es/keel/datasets.php)

significant differences exist among the results, we adopt statis-
tical analysis [32]–[34] and, in particular, nonparametric tests,
according to the recommendations made in [31], where a set
of simple, safe, and robust nonparametric tests for statistical
comparisons of classifiers have been introduced. In particular,
we use the Wilcoxon signed-rank test [49], [50] for pairwise
comparison of the different algorithms. A detailed description
of this test is presented in Appendix I. To perform the test, we
use a level of confidence α = 0.1. This statistical test is based
on computing the differences on two sample means (typically,
mean test errors obtained by a pair of different algorithms on
different datasets). In the classification framework, these differ-
ences are well defined since these errors are in the same domain.
In the regression framework, to make the differences compara-
ble, we propose to adopt a normalized difference DIFF, which
is defined as

DIFF =
MSET s(Other) − MSET s(PAESKB)

MSET s(Other)
. (1)

This difference expresses the improvement percentage of the
reference algorithm (PAESKB in our case) on the other one.

B. Comparison Among the Different MOEAs in Terms of the
Most Accurate Solution

Table IV shows the average results corresponding to the most
accurate solutions for the nine datasets and the four MOEAs.
In the table, R, C, V, MSET r , MSET s , DIFF, and SD, denote,
respectively, the number of rules, the complexity, the number of
variables actually used in the solution, the MSE on the training
set, the MSE on the test set, the improvement percentage of the
reference algorithm (PAESKB ), and the standard deviation.

We observe that both PAESKB and NSGA-IIKB always out-
perform their counterparts without DB learning on the training
set, i.e., PAESRB and NSGA-IIRB , respectively. This proves the
effectiveness of the synergy between rule and parameter learn-
ing. We also note that PAESKB outperforms all the MOEAs
on the training set and on six out of nine datasets on the test
set. In these three datasets, however, only PAESRB outperforms
PAESKB . This confirms that the modified PAES is one of the best
performing MOEAs for FRBS generation. To assess whether we
can conclude that statistically PAESKB outperforms PAESRB in
terms of MSEs, we apply the Wilcoxon signed-rank test to the
results achieved by these algorithms.

Table V shows the results of the application of the Wilcoxon
test on the test set. Here, R+ and R−, respectively, denote the
sum of the ranks corresponding to PAESKB and PAESRB , re-
spectively. The null hypothesis associated with the Wilcoxon
signed-rank test is accepted (p > α). Thus, we cannot conclude
that the results achieved by PAESKB and PAES RB are statisti-
cally different on the test set. On the other hand, since PAESKB
always outperforms PAESRB on the training set, the null hy-
pothesis is always rejected on the training set.

By analyzing Table IV, we can observe that PAESRB outper-
forms PAESKB on the datasets that are characterized by a low
number of patterns in comparison with the number of variables.
Since PAESKB has to manage a higher number of parameters
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TABLE IV
AVERAGE RESULTS ACHIEVED BY THE DIFFERENT MOEAS IN CORRESPONDENCE TO THE FIRST POINT

TABLE V
WILCOXON TEST TO COMPARE PAESRB AND PAESKB WITH RESPECT TO THE

FIRST SOLUTION

than PAESRB (the difference is equal to the number of variables
multiplied by the number of labels), PAESKB is more prone to
the overfitting problem. It is likely that the number of patterns
for the three datasets is not too large to allow a good gener-
alization. In the next section, we will introduce a very simple
measure of data complexity and will show how, based on this
measure, we can decide whether applying the learning of pa-
rameters, together with the rule learning, is convenient or not.
Finally, we observe that the application of the MOEAs, espe-
cially in datasets characterized by a high number of variables,
produces a variable selection.

C. On the Use of a Data Complexity Measure for a Character-
ization of the Proposed Method

The analysis of data complexity is an emergent topic in the
framework of pattern recognition; it aims to characterize the
datasets in order to assess whether specific learning techniques
[35], [36] can perform satisfactorily with them. Indeed, it is
well known that various aspects of data complexity affect the
behavior of the classifiers in different ways. Determination of
these aspects, however, is not an easy task. Over the part few
years, different research has been devoted to discussing and
proposing several measures useful for this characterization [36].

To the best of our knowledge, data complexity has not been
sufficiently analyzed in regression. Indeed, most metrics have
been proposed based on the existence of classes (for instance,
fraction of points on class boundary and error rate of linear clas-
sifiers extracted by linear programming). Nevertheless, some of
these metrics can be used directly in regression. For instance,
when dealing with the curse of dimensionality problem, a sim-

TABLE VI
DATASETS SORTED BY THE T2 DATA COMPLEXITY MEASURE

TABLE VII
WILCOXON TEST TO COMPARE PAESRB AND PAESKB WITH RESPECT TO THE

MOST ACCURATE SOLUTIONS BY ONLY CONSIDERING THE SEVEN DATASETS

WITH LARGEST T2 VALUES

ple index, which is denoted by T2, is typically used [35], [36]
to compare the number of patterns to the number of variables.
T2 is defined as the average number of patterns per variable. T2
can obviously be directly applied to datasets used in regression
problems. In this section, we propose to use T2 to characterize
the problems we are considering in order to derive indications
on the applicability of the proposed technique.

We computed T2 for each dataset. Table VI shows the datasets
sorted by increasing T2 values. In the table, we also present the
mean MSEs of the most accurate solutions obtained on test
sets by PAESRB and PAESKB and the normalized difference
DIFF defined in Section V-A. We can observe that two out of
the three datasets on which PAESRB outperforms PAESKB are
characterized by the lowest value of T2. Consequently, we have
applied the Wilcoxon test to the seven datasets with the high-
est T2 values. Table VII shows the results of the application of
the Wilcoxon test. We note that the null hypothesis is rejected
(p < α). Thus, we can conclude that PAESKB outperforms
PAESRB on the test set.
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Fig. 6. Example of KBs generated by PAESKB and PAESRB on the same data partition and seed (DBs with and without MF parameter learning are represented
in black and gray, respectively). Rules that appear in both the KBs are in bold.

TABLE VIII
AVERAGE RESULTS OF THE TWO SOGAS COMPARED WITH THE MOST ACCURATE SOLUTIONS GENERATED BY PAESKB

From these results, we can deduce that, for datasets char-
acterized by low values of T2, concurrently learning data and
RBs has a high probability of generating FRBSs with overfitting
problems. Thus, for these datasets, we conclude that PAESRB is
preferable to PAESKB since the number of parameters managed
by PAESRB is smaller than the one managed by PAESKB . On
the other hand, when the value of T2 increases, the probability
of generating FRBSs with overfitting problems decreases, and
PAESKB outperforms PAESRB .

In Fig. 6, we show the RBs and DBs for one of the most
accurate solutions generated by PAESKB and PAESRB on the
ELE2 dataset. The two solutions are extracted from the same
trial (same data partition and seed). The FRBS generated by
PAESKB achieves MSEs on the training and test sets equal to
12 130 and 13 430, respectively, with a complexity of 57 and a
number of rules equal to 30. The FRBS generated by PAESRB
achieves MSEs on the training and test sets equal to 16 377
and 17 100, respectively, with a complexity of 60 and a number
of rules equal to 30. The difference between the accuracies is,
therefore, very large, although the difference between the com-
plexities is quite low. In Fig. 6, we can, however, observe that
the interpretability of the fuzzy partitions in terms of coverage,

order, and distinguishability is maintained. As a result, due to
the features of the two-tuple representation, the improvement
in accuracy is achieved without considerable detriment to in-
terpretability. With regard to the RBs, we note that the rules
generated by PAESKB are different from the rules generated by
PAESRB , except for eight rules. Indeed, when learning concur-
rently MF parameters and rules, the rules are adapted to the new
linguistic meanings determined by the evolving MFs.

D. Comparing PAESKB With SOGA

In this section, we aim to compare the most accurate so-
lutions generated by PAESKB with the solutions provided by
the single-objective approaches (with and without DB learn-
ing). Table VIII shows the average results on the nine datasets
generated by SOGARB , SOGAKB , and PAESKB , respectively.
We observe that PAESKB outperforms the two single-objective
approaches on both the training and test sets. In this case, the
Wilcoxon test rejects the null hypothesis with p = 0. For the
sake of readability, we do not show the standard deviations
associated with the mean MSEs. The values of the standard de-
viations for the two single-objective approaches are, on average,
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Fig. 7. Example of evolution of SOGA and PAESKB on the ELE2 dataset. (a) Evolution of the solution of SOGA and the most accurate solution of the Pareto
fronts. (b) Evolution of the solution of SOGA and the Pareto fronts.

a little higher than the ones associated with the most accurate
solutions generated by the MOEAs. This allows us to conclude
that MOEAs achieve the most accurate solutions with a higher
stability. With regard to the complexity, we can observe that the
number of rules of the FRBSs generated by the two SOGAs
is always equal to the maximum possible value (30), except
for the PT dataset, in which SOGARB generates FRBSs with
28 rules on average. On the other hand, PAESKB manages to
generate solutions with a lower number of rules and a lower
complexity level. This trend can be further appreciated when
dealing with high-dimensional datasets. The better performance
of the multiobjective approaches, in particular of PAESKB , is
probably due to the fact that they are able to maintain the pop-
ulation diversity. Indeed, MOEAs are able to perform a more
accurate exploration of the search space that allows PAESKB
to avoid getting stuck at local optima, thus obtaining the best
results for both MSE and complexity objectives at the same
time.

In order to show how both SOGAKB and PAESKB con-
verge, Fig. 7 presents the evolution in one representative run
on ELE2. The two plots represent the most accurate solution
in the Pareto front from PAESKB (left plot) and the evolu-
tion of the complete Pareto front from PAESKB (right plot).
In this figure, we can observe how SOGAKB gets stuck in
the zone with more complex rules, thus causing premature
convergence.

The ELE2 dataset has been extensively used in the literature as
a benchmark for different FRBS identification approaches. For
example, in [51] (where this dataset was introduced), an FRBS,
which was generated by applying an SOGA for selecting rules
and tuning MF parameters of the KB of a Mamdani linguistic
model identified by the Wang–Mendel approach, was applied
to ELE2. The MSEs obtained on the training and test sets were,
respectively, 19 679 and 22 591 with an FRBS composed of 63
rules (these results refer to only one run performed on a data
partition, which corresponds to the first partition used in the
our experiments). By comparing these results with the ones in
Table VIII, we note that concurrently learning RBs and DBs in a

single-objective evolutionary approach compares favorably with
the SOGA approach proposed in [51]. Further, we can conclude
that the multiobjective approaches have to be preferred in order
to obtain FRBSs with good tradeoffs between accuracy and
complexity.

E. Comparing the Pareto Fronts

Since we perform 30 trials with different training and test
partitions, it would not be readable to show all the Pareto fronts.
Thus, to have a glimpse of the trends of the Pareto fronts in the
complexity–accuracy plane, we plot the FIRST, MEDIAN, and
LAST points for each MOEA and for each dataset in Fig. 8.
We recall that the FIRST, MEDIAN, and LAST points denote
the centroids of the first, median, and last points, respectively,
of the 30 Pareto fronts obtained by applying the fivefold cross-
validation described in Section V-B. We also show the cen-
troids of the solutions generated by the two SOGAs. In Ap-
pendix, for the sake of completeness, we show the average
results of the different MOEAs for the MEDIAN and LAST
points.

The analysis of Fig. 8 shows that the approximations of the
Pareto fronts achieved by PAESKB are, in general, below the ap-
proximations of the Pareto fronts obtained by the other MOEAs
(except for the data sets for which we have already discussed
some flaw in the previous sections). To compare in detail the dif-
ferent MOEAs with respect to the MEDIAN and LAST points,
in Table XII, we also show the results of the application of the
Wilcoxon test for these points between PAESKB and PAESRB
(we do not show the application of the Wilcoxon test between
PAESKB and the other MOEAs because it always rejects the
null hypothesis). With regard to the MEDIAN point, we ob-
serve the same behavior as for the FIRST point, i.e., PAESKB
outperforms in terms of accuracy all the other MOEAs, both on
the training set and, except for PAESRB , on the test set. On the
test set, statistical differences between PAESRB and PAESKB
do not exist when considering all the datasets. On the contrary,
PAESKB statistically outperforms PAESRB when applying the
Wilcoxon test to the seven datasets with the highest T2 values
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Fig. 8. Plots of the average solutions obtained by the two SOGAs and of the FIRST, MEDIAN, and LAST points obtained by the four MOEAs.
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Fig. 9. Examples of the complete Pareto fronts generated by the four MOEAs in the ELE2, IZ, and PT datasets.

(see Table XII). With regard to the LAST point, by considering
the results of the Wilcoxon tests, we can say that there exist no
statistical differences between PAESKB and PAESRB , not even
when we use only seven datasets. On the other hand, we ob-
serve that PAESKB outperforms the other MOEAs approaches
on seven datasets on the training set and on six datasets on the
test set. In particular, PAESKB outperforms PAESRB on CA and
PT, which are the datasets with the highest numbers of variables.
Thus, even though we are not supported by the results of the sta-
tistical test in the LAST point for all datasets, we can still affirm
that PAESKB has to be preferred when dealing with datasets
with high values of T2. In order to show the actual behavior
of the approximated Pareto fronts provided by each MOEA,

in Fig. 9, we show some representative Pareto fronts (the re-
sults of a single trial) on three datasets both on training and test
sets.

F. Computational Costs

In the previous sections, we have compared the different algo-
rithms in terms of the complexity and accuracy of the generated
solutions. Actually, it is also interesting to evaluate the com-
putational costs of the algorithms. To provide an idea of the
computational cost of the different algorithms, we show the av-
erage execution time for each dataset in Table IX. We used a
cluster with eight nodes, each one with 8 GB RAM and an Intel
Core 2 Quad Q9300 with 2.5 GHz (a total of 32 concurrent
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TABLE IX
AVERAGE COMPUTATIONAL COSTS IN MINUTES

identical CPUs). As expected, the execution times increase with
the increase in the number of points and the number of vari-
ables. Further, the execution times required by the MOEAs are
comparable with each other. On the other hand, the execution
times needed by the SOGAs are longer than the ones required
by the MOEAs. These different computational costs between
MOEAs and SOGAs are due to the different complexities of the
FRBSs generated by the two types of algorithms. Indeed, during
the evolution, the complexity of the solutions generated by the
MOEAs decreases, thus making the computation of their fitness
function faster. By contrast, during the evolution, the solutions
generated by the SOGAs always lie in the high-complexity zone,
and therefore, the time required for the evaluation of their fit-
ness does not decrease. Since the computational cost of the
algorithms is mainly due to the fitness evaluation, this explains
the different execution times needed by the MOEAs and the
SOGAs. Since PAESKB and PAESRB are comparable from the
computational cost point of view, the choice between these two
algorithms depends on the type of dataset, as explained in the
previous sections.

VI. CONCLUDING REMARKS

In this paper, we have proposed PAESKB , which is an evo-
lutionary multiobjective algorithm developed to generate a set
of FRBSs with different tradeoffs between accuracy and com-
plexity, which is measured as the number of rule antecedent
conditions. The proposed method is able to learn RBs together
with the MF parameters of the associated linguistic labels in
the corresponding DB. This allows us to take the existing de-
pendencies into account, but involves a huge search space. In
order to better handle the huge search space, we have exploited
the positive synergy existing between an interesting RB identi-
fication mechanism and the linguistic two-tuple representation
model for the learning of MF parameters.

We have shown that a multiobjective framework allows us to
obtain FRBSs characterized by better tradeoffs between com-
plexity and accuracy than the ones provided by considering only
accuracy as the unique objective. In addition, we have shown that
the modified version of the (2 + 2)PAES used in our approach
outperforms the well-known NSGA-II when concurrently learn-
ing rules and MF parameters.

Finally, we have proposed a categorization of the datasets
based on the simple data complexity measure T2, which
is defined as the average number of patterns per variable.
Results confirm a positive synergy between the learning of

rules and the two-tuple-based technique, particularly in (pos-
sibly high-dimensional) datasets characterized by high values
of T2.

APPENDIX I

WILCOXON SIGNED-RANK TEST

The Wilcoxon signed-rank test is a pairwise test that aims
to detect significant differences between two sample means;
it is analogous to the paired t-test in nonparametric statistical
procedures. If these means refer to the outputs of two algorithms,
then the test practically assesses the reciprocal behavior of the
two algorithms [49], [50]. Let di be the difference between the
performance scores of the two algorithms on the ith out of Nds

datasets. The differences are ranked according to their absolute
values; average ranks are assigned in case of ties. Let R+ be
the sum of ranks for the datasets on which the first algorithm
outperformed the second, and R− the sum of ranks for the
contrary outcome. Ranks of di = 0 are split evenly among the
sums; if there is an odd number of them, then one is ignored:

R+ =
∑
di >0

rank(di) +
1
2

∑
di =0

rank(di)

R− =
∑
di <0

rank(di) +
1
2

∑
di =0

rank(di).

Let T be the smaller of the sums, i.e., T = min(R+ , R−).
If T is less than, or equal to, the value of the distribution of
Wilcoxon for Nds degrees of freedom [52, Tab. B.12], the null
hypothesis of equality of means is rejected.

The Wilcoxon signed-rank test is more sensible than the t-test.
It assumes commensurability of differences, but only qualita-
tively: Greater differences still count for more, which is probably
desired, but the absolute magnitudes are ignored. From the sta-
tistical point of view, the test is safer since it does not assume
normal distributions. Also, the outliers (exceptionally good/bad
performances on a few datasets) have less of an effect on the
Wilcoxon test than on the t-test. The Wilcoxon test assumes con-
tinuous differences di ; therefore, they should not be rounded to
one or two decimals, since this would decrease the test power
due to a high number of ties.

When the assumptions of the paired t-test are met, the
Wilcoxon signed-rank test is less powerful than the paired
t-test. On the other hand, when the assumptions are violated, the
Wilcoxon test can be even more powerful than the t-test. This
allows us to apply it to the means obtained by the algorithms in
each dataset, without any assumption about the distribution of
the obtained results.

APPENDIX II

ADDITIONAL TABLES OF RESULTS

This Appendix presents the additional tables of results, i.e.,
Tables X–XII.
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TABLE X
AVERAGE RESULTS ACHIEVED BY THE DIFFERENT MOEAS IN CORRESPONDENCE TO THE MEDIAN POINT

TABLE XI
AVERAGE RESULTS ACHIEVED BY THE DIFFERENT MOEAS IN CORRESPONDENCE TO THE LAST POINT

TABLE XII
WILCOXON TEST TO COMPARE PAESRB AND PAESKB IN MEDIAN AND LAST POINTS
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[27] M. J. Gacto, R. Alcalá, and F. Herrera, “Adaptation and application of
multi-objective evolutionary algorithms for rule reduction and parameter
tuning of fuzzy rule-based systems,” Soft Comput., vol. 13, no. 5, pp. 419–
436, 2009.

[28] A. Botta, B. Lazzerini, F. Marcelloni, and D. C. Stefanescu, “Context
adaptation of fuzzy systems through a multi-objective evolutionary ap-
proach based on a novel interpretability index,” Soft Comput., vol. 13,
no. 5, pp. 437–449, 2009.
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