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A Survey on the Application of Genetic
Programming to Classification
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Abstract—Classification is one of the most researched questions
in machine learning and data mining. A wide range of real prob-
lems have been stated as classification problems, for example credit
scoring, bankruptcy prediction, medical diagnosis, pattern recog-
nition, text categorization, software quality assessment, and many
more. The use of evolutionary algorithms for training classifiers has
been studied in the past few decades. Genetic programming (GP) is
a flexible and powerful evolutionary technique with some features
that can be very valuable and suitable for the evolution of classi-
fiers. This paper surveys existing literature about the application of
genetic programming to classification, to show the different ways
in which this evolutionary algorithm can help in the construction
of accurate and reliable classifiers.

Index Terms—Classification, decision trees, ensemble classifiers,
feature construction, feature selection, genetic programming (GP),
rule-based systems.

I. INTRODUCTION

TWO main approaches for learning are distinguished in ma-
chine learning: supervised and unsupervised learning. In

supervised learning, attributes of data instances are divided into
two types: inputs or independent variables and outputs or de-
pendent variables. The goal of the learning process consists in
predicting the value of the outputs from the value of the inputs.
In order to accomplish this goal, a training set of data (data in-
stances including the values of booth input and output variables
with known values) is employed to guide the learning process.
Regression and classification are two types of supervised learn-
ing tasks. In regression, there is a continuous-valued output to
be predicted while in classification the output is discrete. In
unsupervised learning, there is no distinction of type between
the variables of the data instances. As a consequence, we can-
not talk about training data since we cannot have a set of data
with a known output. The goal of unsupervised learning is to
find the intrinsic structure, relations, or affinities present in data.
Examples of unsupervised learning tasks are clustering and as-
sociation discovery. In clustering, the goal is to divide data into
different groups, finding groups of data that are very different
from each other, and whose members are very similar to each

Manuscript received July 1, 2008; revised February 10, 2009. First published
November 24, 2009; current version published February 18, 2010. This work
was supported by the Spanish Department of Research of the Ministry of Science
and Technology (Projects TIN2008-06681-C06-01 and TIN2008-06681-C06-
03). This paper was recommended by Associate Editor J. Lazansky.

P. G. Espejo and S. Ventura are with the Department of Computer Science
and Numerical Analysis, University of Cordoba, Cordoba 14071, Spain (e-mail:
pgonzalez@uco.es; sventura@uco.es).

F. Herrera is with the Department of Computer Science and Artificial Intelli-
gence, University of Granada, Granada 18071, Spain (e-mail: herrera@decsai.
ugr.es).

Digital Object Identifier 10.1109/TSMCC.2009.2033566

other. Association discovery consists in finding data values that
appear together frequently.

Classification is one of the most studied problems in machine
learning and data mining [1], [2]. It consists in predicting the
value of a categorical attribute (the class) based on the values
of other attributes (predicting attributes). A search algorithm
is used to induce a classifier from a set of correctly classified
data instances called the training set. Another set of correctly
classified data instances, known as the testing set, is used to
measure the quality of the classifier obtained. Different kinds of
models, such as decision trees or rules, can be used to represent
classifiers.

Genetic programming (GP) [3] is an evolutionary learning
technique that offers a great potential for classification. GP is a
very flexible heuristic technique that allows us to use complex
pattern representations such as trees, for example, any kind of
operation or function can be used inside that representation
and domain knowledge can be used in the learning process, for
example by means of a grammar.

GP and other evolutionary techniques has been successfully
applied to different supervised learning tasks like regression [4]
and unsupervised learning tasks like clustering [5]–[9] and as-
sociation discovery [10]. However, we focus our review on the
application of GP to classification. The distinctive features of
GP make it a very convenient technique with regard to clas-
sification. The application of GP to classification offers some
interesting advantages, the main one being its flexibility, which
allows the technique to be adapted to the needs of each particu-
lar problem. GP can be employed to construct classifiers using
different kinds of representations, e.g., decision trees, classifi-
cation rules, discriminant functions, and many more. GP can be
useful not only for inducing classifiers, but also for other pre-
processing and postprocessing tasks aimed at the enhancement
of classifiers. In fact, GP usually performs an implicit process
of feature selection and extraction. Interpretability can be easily
favored by the use of GP, since it can employ more interpretable
representation formalisms, like rules. The automatic feature se-
lection performed by GP and different mechanisms available for
controlling the size of the resulting classifiers also contribute to
improve interpretability. This paper reviews the works published
in the literature, where GP is applied in some form to address
classification tasks.

The rest of the paper is organized as follows. Section II briefly
presents the GP and classification fields. Section III gives a pre-
liminary overview of the possible ways of applying GP for
classification. Section IV describes studies involving classifi-
cation in which GP is used for feature selection and construc-
tion. Section V reviews the different approaches reported in the
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literature to obtain classifiers by means of GP. Section VI looks
at the application of GP in the construction of ensemble clas-
sifiers. The drawbacks and advantages of using GP for classifi-
cation are analyzed in Section VII, together with some guide-
lines on how to apply GP to classification tasks. Section VIII
presents some concluding remarks and suggests topics for fur-
ther research.

II. BACKGROUND

In this section, we give a brief and general description of
the two subjects that are the core of our review: GP and
classification.

A. GP

The evolutionary algorithm (EA) paradigm is based on the
use of probabilistic search algorithms inspired by certain points
in the Darwinian theory of evolution [11]. Several different
techniques are grouped under the generic denomination of EA.
The essential features shared by all EAs are as given in the
following.

1) The use of a population (a group) of individuals (candidate
or partial solutions) instead of just one of them.

2) A generational inheritance method. Genetic operators are
applied to the individuals of a population to give birth to a
new population of individuals (the next generation). The
main genetic operators are crossover (recombination) and
mutation. Crossover swaps a part of the genetic material
of two individuals, whereas mutation randomly changes a
small portion of the genetic material of one individual.

3) A fitness-biased selection method. A fitness function is
used in order to measure the quality of an individual. The
better the fitness of an individual, the higher its probabil-
ity of being selected to take part in the breeding of the
next generation of individuals, thus, increasing the proba-
bility that its genetic material will survive throughout the
evolutionary process.

GP is essentially considered to be a variant of genetic algo-
rithms (GA) [12] that uses a complex representation language
to codify individuals. The most commonly used representation
schema is based on trees, although other options exist [3]. The
original goal of GP, as its name implies, was the evolution of
computer programs. However, nowadays GP is used to evolve
other abstractions of knowledge, like mathematical expressions
or rule-based systems, for example. GP individuals are usually
seen as parse trees, where leaves correspond to terminal sym-
bols (variables and constants) and internal nodes correspond to
nonterminals (operators and functions). The set of all the non-
terminal symbols allowed is called the function set, whereas the
terminal symbols allowed constitute the terminal set. Two condi-
tions must be satisfied to ensure that GP can be successfully ap-
plied to a specific problem: sufficiency and closure. Sufficiency
states that the terminals and nonterminals (in combination) must
be capable of representing a solution to the problem. Closure
requires that each function of the nonterminal set should be able
to handle all values it might receive as input. In practice, we

often need to evolve programs that handle values of different
types, and this makes it difficult to meet the closure requirement.

B. Classification

The goal in classification is to take an input vector x and to as-
sign it to one of K discrete classes Ck where k = 1, . . . , K [13].
Each data instance is defined according to a set of attributes or
variables. In order to solve a classification problem, a classi-
fier needs to be obtained. The classifier is a model encoding a
set of criteria that allows a data instance to be assigned to a
particular class depending on the value of certain variables. A
classification algorithm is a method for constructing a classifier.
Supervised learning is an approach frequently used to obtain
a classifier. It consists in using a set of data instances that are
labeled with their correct classes in order to induce a classi-
fier capable of classifying these data instances and, hopefully,
other new ones. A great variety of algorithms have been pro-
posed for learning classifiers from a set of training data. In many
cases, this task is approached as a search process. The number
of algorithms described in the literature used to carry out this
task can be overwhelming. Three basic components are used to
make a systematic categorization of the existing algorithms for
classification that are based on a search approach [14].

1) The representation formalism. A certain piece of knowl-
edge can be represented in different ways. The most com-
mon forms of representation for a classifier are decision
trees and rules, but other choices have been reported in
this paper, as we will see in Section V.

2) The preference criterion. Some kind of rule is needed in
order to allow the system to make a choice for a partic-
ular model or set of parameters when several alternatives
are available. In classification, the preference criterion is
usually given by the accuracy rate, that is, the ratio of cor-
rectly classified examples. However, other factors can be
considered, e.g., novelty, utility, or interpretability.

3) The search algorithm. The induction of a classifier is con-
sidered as a search process in a space of candidate clas-
sifiers. Once the representation formalism and the prefer-
ence criterion have been specified, the task of obtaining
a classifier becomes an optimization problem, where the
search algorithm is employed to find the parameters opti-
mizing the preference criterion.

Since GP is a search and optimization algorithm, it can be
easily employed as the search algorithm for inducing a classi-
fier. The great expressive capability of GP allows it to adapt
to different representation formalisms. This way, individuals in
the population can represent decision trees, classification rules,
artificial neural networks (ANNs), and many more. Similarly,
any preference criterion can be expressed in terms of the fit-
ness function that guides the search process of GP. Because of
the flexibility of GP, a very diverse range of approaches can be
derived from this basic setting, as we will see in Section V.

While model extraction, that is, the construction of a classifier
from a dataset, is the main task in the classification domain, there
are some other related tasks that usually have to be addressed
as well.
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1) Data preprocessing. Model extraction techniques are not
usually applied to the database in its original form. There
are a great variety of preprocessing techniques available in
order to prepare the data to take advantage of its maximum
potential. Some of the issues to consider are the removal of
noise or outliers, strategies for handling missing data, fea-
ture selection and construction, instance selection, data re-
balancing and data projection, and normalization, to name
a few.

2) Model interpretation and enhancement. Sometimes the
classifier obtained is not readily usable, and some kind
of postprocessing is convenient. Some of the questions to
be addressed at this point can be the elimination of redun-
dant knowledge, application of visualization techniques,
evaluation of the model obtained, sorting of classification
patterns according to some measure of interest, translation
to a more interpretable form, combination of models, and
any other way of improving the model obtained.

GP can be employed not only to induce classifiers, but also
for preprocessing and model enhancement, as we will see in
Sections IV and VI, respectively.

III. GP FOR CLASSIFICATION

Flexibility is one of the main advantages of GP, and this fea-
ture allows GP to be applied for classification in many different
ways. As we have seen in Section II-A, individuals are usually
represented as trees, and trees are one of the most general data
structures, therefore, they can be tailored to fit the representation
requirements in a wide range of problems and domains. But GP
is not limited to tree-like individuals, because it also allows the
use of other representations, like linear or graph structures. In
addition, the nature of GP individuals, which include terminals
(variables and constants) and nonterminals (operators and func-
tions), gives them the ability not only to represent knowledge but
also to perform computations, so that GP can be used in almost
any classification-related task, not only in the core task of clas-
sifier induction, but also for preprocessing and postprocessing
purposes.

At the preprocessing stage, data can be transformed in order
to increase the quality of the knowledge obtained, and GP can
be used to perform this transformation. The data transformation
can consist in a selection of the attributes relevant to the classi-
fication problem at hand; a weighting of the attributes, in order
to give each attribute a credit proportional to its importance in
the final prediction; or it can consist in the construction of new
predicting attributes by combining some of the original ones.

GP also offers a wide range of possibilities in the classifier
induction task. As we have seen in Section II-B, GP can be read-
ily fit to the main components of a model extraction algorithm:
GP is a search algorithm, which can be employed to search in
the space of classifiers to find the best one; the fitness function
of GP is used as the preference criterion that drives the search
process; and the flexibility of the GP representation allows it
to employ many different kinds of models, with decision trees,
classification rules, and discriminant functions being the most
common choices. A decision tree [15] is composed of internal

TABLE I
CONFUSION MATRIX

and leaf nodes. Since GP individuals are commonly encoded
in a tree-like fashion, the application of GP to the evolution
of decision trees is obvious. Each individual in the population
can represent a decision tree classifier. A rule has two parts,
the antecedent and the consequent. The antecedent contains a
combination of conditions for the predicting attributes, and the
consequent contains the predicted class. Usually, a condition
is composed of a binary relational operator (=, �=, >, <, ≥,
≤) comparing the value of an attribute with a constant or an-
other attribute, although more complex conditions can easily
be incorporated since GP individuals can employ any kind of
operator. A discriminant function is a mathematical expression
in which different kinds of operators and functions are applied
to the attributes of a data instance that must be classified. The
representation of a mathematical expression as a tree is again
evident.

No matter what representation formalism is used, the quality
of classifiers must be measured by means of the fitness function.
Usually, quality is based on accuracy, and it is often measured
as the ratio between the number of correctly classified examples
and the total number of examples, but other possibilities exist.
Several widely used metrics for measuring accuracy, like pre-
cision, support, confidence, recall, sensitivity, specificity, and
others, are based on the confusion matrix (see Table I). The
true positives (TP) are positive instances that are classified as
positive, the false negatives (FN) are positive instances classi-
fied as negative, the false positives (FP) are negative instances
classified as positive, and the true negatives (TN) are negative
instances classified as negative. Furthermore, other performance
criteria can be taken in consideration in the fitness function, like
novelty, interestingness, utility, or interpretability.

Occam’s razor is a reasoning which is applied very often not
only in classification, but virtually in every area of computer
science. This principle basically states that when choosing be-
tween models with the same accuracy, less complex models
should be preferred. This preference is due to several reasons,
like enhanced interpretability and better generalization ability.

Classification performance can be enhanced employing sev-
eral classifiers instead of just one. This is the basic idea of
ensemble classifiers. Ideally, different base classifiers in an en-
semble capture different patterns or aspects of a pattern embed-
ded in the whole range of data, and then through ensembling,
these different patterns or aspects are incorporated into a final
prediction. Since this technique consists in the combination of
the classification output of several classifiers, it can be regarded
as a form of postprocessing of the models extracted. Two main
issues, which are how to generate diverse base classifiers and
how to combine base classifiers have to be addressed, and GP
can be applied to both issues. The basic approach for using GP to
generate diverse base classifiers consists in dividing the dataset
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Fig. 1. Applications of GP in classification tasks.

into several subsets, where each of the subsets is used in an
independent run of GP to construct each of the base classifiers.
The application of GP to the combination of base classifiers is
very similar to the construction of new features: the outputs of
each of the base classifiers are at the leaf nodes of a tree GP
individual, and these predictions are combined by means of the
operations encoded in the nonterminal nodes of the tree.

Fig. 1 shows the classification tasks where GP can be applied.
All these possibilities will be covered in our review.

In many problems, there are several goals which have to be
optimized simultaneously. These goals are often conflicting, so
that the optimization of one of the performance measures im-
plies an unacceptably poor performance for other measures. For
example, when feature selection is performed, we want to mini-
mize the number of attributes employed and maximize the clas-
sification rate, but higher accuracy can usually be achieved when
more features are employed [16]. A similar situation arises with
instance selection, where a subset of the training set is selected
in order to speed up the learning process, without compromising
classification rates [17]. Accuracy and interpretability of clas-
sifiers are also conflicting goals; generally, the most accurate
classifiers are the most complex and difficult for human beings
to understand [18]. In these situations, a tradeoff solution must
be sought, combining suboptimal but acceptable values for all
performance measures. In this kind of problem, known as a mul-
tiobjective optimization (MO) problems, there is usually not a
single solution, but instead a set of equivalent nondominated so-
lutions, known as a Pareto front, composed of all the solutions
where it is not possible to enhance some objectives without
degrading some others. EAs can be applied to MO problems
easily and suitably, since different individuals in the population
can search for different solutions in parallel. When EAs are
applied to this kind of problem, the term employed is multiob-
jective optimization evolutionary algorithm (MOEA) (MOGP
if the EA is GP) [19], [20].

IV. GP FOR FEATURE SELECTION AND CONSTRUCTION

In this section, we review the published works that apply GP to
data preprocessing. All the studies included in this section make
use of GP in order to carry out a particular kind of preprocessing
known as transformation of representation, which, given the
original vector of features F0 and the training set L, consists

in creating a representation F derived from F0 that maximizes
some criterion and is at least as good as F0 with respect to that
criterion [21]. The approaches that follow this scheme can be
roughly divided into three categories.

1) Feature selection methods. Here, the resulting representa-
tion is a subset of the original one, i.e., F ⊆ F0 .

2) Feature weighting methods. In this case, the transforma-
tion method assigns weights to particular attributes. The
weight reflects the relative importance of an attribute and
may be utilized in the process of inductive learning.

3) Feature construction methods. Here, new features are cre-
ated in some form, for instance as functional expressions
that use the values of original features.

Furthermore, two important considerations must be taken into
account. First, we must realize that the application of GP for in-
ducing classifiers usually implies a feature selection process
which is inherent to the evolution of classifiers. In GP, variable-
length individuals are evolved. These individuals are usually
tree-like structures where internal nodes are operators and func-
tions, and leaf nodes are constants and variables, and these vari-
ables correspond to the features of the dataset. Since individuals
have variable lengths, not all features must appear within an in-
dividual; in fact, it is more likely that only some of the features
will be present in each individual. Therefore, implicit feature
selection is performed as part of the evolutionary process. Sec-
ond, in a way similar to the implicit feature selection outlined
above, there is some kind of implicit feature construction behav-
ior inherent to most GP-based classifiers. When the individual
codification employed allows features from the dataset to be
combined by means of the application of arithmetic operations,
there is in some sense an implicit construction of features. Tak-
ing all these considerations into account, we have to make clear
that this section is restricted to studies that use GP specifically
and explicitly for preprocessing purposes.

Here, we provide some additional information about the ref-
erences reviewed in this section. This information is focused
on practical issues. On some occasions, the proposed GP-based
system is applied to some specific kind of real problem. On
other occasions, the proposed GP system is not aimed at any
particular kind of problem, but its performance is tested with
respect to a set of benchmark or synthetic datasets. This infor-
mation is summarized in Table II. Similar tables are provided in
Sections V and VI. The goal of these tables is to help researchers
to find the references that are more relevant to their work.
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TABLE II
APPLICATIONS OF GP-BASED DATA PREPROCESSING

A. Feature Construction

A basic idea is shared by all the studies included in this
section: the new constructed features are codified by tree-like
individuals, where arithmetic operators and functions appear in
the internal nodes, and the original features and maybe constants
correspond to leaf nodes.

Conceptually, preprocessing is a step previous to the model
extraction task. However, in practice, two alternative approaches
can be followed in the implementation of a preprocessing
method.

1) The filter approach. Here, the preprocessing is performed
before proceeding with the model induction algorithm.
Usually, some kind of statistical, logical or information
content criterion is used as the basis for the preprocessing.

2) The wrapper approach. Preprocessing is carried out while
the model induction algorithm is being applied, that is,
the execution of the preprocessing and the classification
algorithms are interleaved. The quality of the model in-
duced by the classification algorithm is used to bias the
preprocessing.

1) Filter Approach: In [30], four fitness functions designed
to choose the best constructed features are proposed, and four
different classification techniques are subsequently used to build
the classifier. The four fitness measures are information gain, the
gini index, a combination of information gain and the gini in-
dex and chi-square [1]. The four classification algorithms which
are later applied are three decision tree algorithms (C5, CART,
and CHAID) and a multilayer perceptron. In this proposal, each
individual in the population is a tree representing a new con-
structed feature. When the evolutionary process ends, a single
new feature is obtained, which is added to the original data, and
this augmented dataset is used to induce a classifier applying
some of the chosen classification algorithms.

In [24] and [28], the proposed fitness function is designed
to measure the scattering between classes, that is, the degree
of difference between them. The classifiers to be applied later
are a neural network and a support vector machine (SVM).
Each individual in the population is a tree representing a new
constructed feature.

A fitness function based on information entropy is employed
in [31], where a class-wise orthogonal transformation is ap-
plied to the original features previous to GP-feature extraction,
producing a set of transformed features which is added to the

original features in order to make up a variable terminal pool
to be used by the GP algorithm as a basis for constructing new
features. Each individual in the population is a tree represent-
ing a new constructed feature as a combination of the variables
from the pool. The system constructs as many new features as
there are classes in the dataset, and these are the only features
employed for the final classification.

2) Wrapper Approach: In [23], a GP feature constructor is
wrapped around the k-nearest neighbors (kNN) algorithm. Each
individual is a forest composed by n trees, n being the number
of original features. Each tree ti , 1 ≤ i ≤ n represents a trans-
formation of the ith feature. The fitness function is the accuracy
of the kNN classifier in the transformed data.

In [34], the wrapped classification algorithm is a generalized
linear machine (GLIM), whose accuracy is used as the fitness
function. Each individual is a tree that uses arithmetic opera-
tions to encode a combination of the original features. In this
approach, the original features are not used by the classifier; the
evolved feature is the only one taken into account in classifi-
cation. In [35], the same authors extend their previous work as
follows. Three types of classifiers are used: GLIM, kNN, and
the maximum likelihood classifier. Individuals use the same
codification as in the previous reference, but in addition, each
individual is associated with one type of classifier. This way, the
GP does not only choose the best constructed feature, but also
chooses the most suitable type of classifier. Another improve-
ment to the previous approach is the inclusion of a size penalty
in the fitness function, so that fitness is based on accuracy, but
with a preference for smaller individuals.

In [32], GP is wrapped around C4.5, and the accuracy of the
decision tree induction algorithm is used as the fitness measure
as usual. In this approach, each individual is a forest containing a
certain number (chosen by the user) of trees, each one encoding
a new constructed feature. A portion of these trees is used as an
elitist repository, where the best individuals are kept. Individuals
to be preserved in the elitist subforest are chosen on the basis of
a utility measure given by the number of times the constructed
feature is used by the learning algorithm (C4.5). In [25] and [26],
a similar approach is proposed, in which each individual is a
forest composed of a number of trees chosen by the user, and
the fitness measure is given by the accuracy of the classifier.
Here, however, elitism is not used, and the base classifier is a
simple linear perceptron or a centroid-based classifier.

In [27], GP is wrapped around a Bayesian classifier, and the
fitness function is given again by the accuracy of the classifier.
Each individual is a tree representing a constructed feature.

A hybrid GP/GA system is presented in [33], where GP is
used for feature construction and a GA performs a selection
from the constructed features. In this paper, several base clas-
sifiers have been wrapped by the GP feature constructor (in
different runs), namely C4.5, kNN, and a Bayesian classifier.
Each individual is a forest containing n trees, where n is the
number of attributes in the original dataset, and each tree is
able to represent a constructed feature. Classification accuracy
is used as the fitness measure. Once the GP feature construction
is done, a GA is applied, also as a wrapper, to make a selection
from the constructed features.
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Fig. 2. Model extraction with GP.

The system proposed in [29] employs a coevolutive GP (CGP)
algorithm as a wrapper over a Bayesian base classifier, using
classification accuracy as the fitness function. CGP is an ex-
tension of GP in which several populations are maintained and
employed to evolve solutions cooperatively. A population main-
tained by CGP is called a subpopulation and it is responsible for
evolving a part of a solution. A complete solution is obtained
by combining the partial solutions from all the subpopulations.
In this paper, each individual in each subpopulation is a tree
encoding a constructed feature. When the evolutionary process
ends, the best individual from each subpopulation is selected,
and these best individuals are joined in a new feature vector.

B. Feature Selection

In [22], GP is employed to achieve a selection of features.
Each individual is a tree encoding a classifier represented as a
discriminant function (see Section V-C), and classification ac-
curacy is used as the fitness function. The authors capitalize
on the implicit feature selection ability of GP classifiers (see
Section IV) by applying GP for classification in a two-stage
scheme. First, a certain number of GP runs are carried out,
each one resulting in a best-of-run classifier. Then, in the sec-
ond stage, the GP is run again using only the features most
frequently used in the best classifiers obtained in the previous
stage. However, the goal of the first stage is just to discover the
most interesting features, and the classifiers obtained are dis-
carded. The final classifier is induced in the second stage using
the features selected in the first stage.

V. GP FOR MODEL EXTRACTION IN CLASSIFICATION

The basic idea that lies behind the application of GP for
inducing classifiers consists in making each individual represent
a classifier or a part of a classifier and defining a fitness function
to measure its quality, so that the evolutionary process leads to
a high quality final classifier.

Most of the papers published related to GP and classification
focus on the application of GP to model extraction, that is, the
induction of classifiers. For this reason, a great number of refer-
ences will be reviewed in this section, which is further divided,
first according to the way in which classifiers are represented,
and second according to some other criteria when the number
of references is considerable. Fig. 2 shows the structure of the
points addressed in this section.

Fig. 3. Example of a decision tree.

A. GP for Extracting Decision Trees

Decision trees [15] are one of the most frequently used rep-
resentations for classifiers. A vast amount of literature has been
devoted to this form of classification. However, we must keep in
mind that tree structures are also the preferred encoding scheme
for GP individuals. Thus, the application of GP to evolve de-
cision trees seems to be an obvious approach. Within such a
framework, it is customary to make each individual of the GP
population encode a decision tree, and that is how most of the
works included in this section proceed.

A decision tree contains zero or more internal nodes and one
or more leaf nodes. All internal nodes have two or more child
nodes. All internal nodes contain splits, which test the value
of an expression of the attributes. Arcs from an internal node
t to its children are labeled with distinct outcomes of the test
at t. Each leaf node has a class label associated with it. Fig. 3
represents an example decision tree for the Pima dataset from
the UCI repository (see [36]), a binary classification problem.1

Fig. 4 shows a GP individual corresponding to this decision tree.
There are three main types of decision trees based on how the
feature space is partitioned.

1) Univariate or axis-parallel decision trees. This type of
decision tree carries out tests on a single variable at each
nonleaf node. Their mode of splitting the data is equivalent
to using axis-parallel hyperplanes in the feature space.

2) Linear multivariate or oblique decision trees. A linear
combination of features can be tested at internal nodes.
The tests are geometrically equivalent to hyperplanes at
an oblique orientation to the axis of the feature space.

1NP, PG, BP, and TT are attribute names in this dataset.
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Fig. 4. GP individual representing a decision tree.

TABLE III
APPLICATIONS OF GP-INDUCED DECISION TREES

3) Nonlinear multivariate decision trees. Nonlinear combi-
nations of features can appear inside internal nodes. They
perform a nonlinear partitioning of the feature space.

When GP is applied, it is natural to use individuals encod-
ing some kind of structure including arithmetic operations, and
both linear and nonlinear combinations of features can be read-
ily represented. As a result, oblique and nonlinear tests can be
evolved as easily as univariate tests. The relation of this point
with feature construction should be evident; because of the na-
ture of GP, when it is applied in order to induce classifiers, an
implicit feature construction is usually done.2 As we will see in
the following sections, these considerations are relevant not just
to decision trees, but also to other representation formalisms.
Table III lists the applications of the systems here reviewed.

1) Axis-Parallel Decision Trees: In [56], a basic and
straightforward system is described, in which axis-parallel deci-
sion trees are evolved using classification accuracy as the fitness
function. Axis-parallel decision trees are also evolved in [46],
using a fitness function combining accuracy and tree size. The
previous proposal is extended in [47] by means of hybridizing
GP with simulated annealing. This technique is used to avoid
premature convergence of the GP algorithm. A new evolved
individual is kept, if it has better fitness than others in the popu-
lation, otherwise it is accepted with a probability proportional to
a temperature parameter, which decreases as evolution proceeds.

Some works focus on obtaining compact (comprehensible)
axis-parallel decision trees. In [42], tree size is not included in
the fitness function which is given by classification accuracy.
Instead, tree complexity is considered in the selection of indi-
viduals. During evolution, individuals with higher fitness are

2When the function set includes arithmetic operators.

selected, but when several individuals have equal fitness, the
smallest ones are preferred. Another approach to obtain small
accurate decision trees with a simple accuracy-based fitness is
proposed in [43]. The key fact behind this approach lies in the
relation observed between the sizes of the training set and the in-
duced classifiers: usually, the larger the training set, the larger the
decision tree obtained. Therefore, the divide and conquer tech-
nique is applied by splitting the training set into several subsets
and then evolving different subtrees, which will be later com-
bined to make up the final decision tree. In [45], the same idea
of using a subset of the training data in order to obtain smaller
trees is used, but in a different way, employing a C4.5/GP hybrid
system. The fitness function is computed again as classification
accuracy. C4.5 is used to initialize the population. A certain
number of training examples is randomly selected and used to
induce a (small) decision tree with C4.5. This process is re-
peated for each of the individuals in the initial population, and
then the GP algorithm performs the evolutionary process using
the complete training set.

Another work involving the induction of small axis-parallel
decision trees is presented in [37]. The fitness function considers
both classification accuracy and tree size. A similar approach is
followed in [40], where a fitness function combining accuracy
and size is employed. But in this work smaller trees are enforced
not only by the fitness function, but also by the use of two
operators specifically designed to simplify trees: elimination and
merge. Another similar proposal is described in [38], but instead
of using specific genetic operators, small trees are enforced by
means of a tree pruning method.

In [55], we find an analytical study on the influence of the
fitness function and mutation operator on the quality of the
decision trees induced, taking into account both classification
accuracy and tree size. One of the main points of interest when
constructing decision trees with GP is how to obtain accurate
and parsimonious classifiers, since simple classifiers are more
comprehensible to humans. This concern is addressed by many
researchers, not only when evolving decision trees, but also
when other representation formalisms are employed.

Fuzzy (axis-parallel) decision trees are evolved in [49]. Con-
tinuous attributes are fuzzified for convenience. Three fitness
measures are employed in this paper: standard fitness is the
usual classification accuracy fitness measure; precision fitness
is computed from the membership values of training data; size
fitness, given by the number of nodes in the tree. However, only
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precision fitness is employed during the evolutionary process.
To select the best individual in an evolutionary run, standard
fitness is considered first, and in the case of a tie, the smaller
individual is chosen.

In [44], MO is applied in order to optimize two goals: classi-
fication accuracy and tree size. Four different MO methods are
proposed by the authors. Smaller trees are further enforced by
the application of an editing (pruning) method aimed at remov-
ing redundant nodes, which can be combined with any of the
MO methods.

In [48], an MOGP system designed to optimize two goals
is described, but these goals are not fixed. The authors make a
general proposal, allowing for any pair of goals to be considered.
In this paper, a cost-sensitive point of view is adopted [57],
and related pairs of goals are suggested, such as false negative
rate/false positive rate, sensitivity/specificity, or recall/precision,
but any other pair of goals could be employed.

In [41], MOGP is applied once again. The system proposed
here has been specifically designed to tackle a particular classi-
fication problem: software quality classification. The purpose of
the system is to discriminate between fault-prone and non fault-
prone software modules. Classification performance is evalu-
ated by a modified expected cost of misclassification (MECM)
measure, but the software quality assurance team has limited re-
sources to inspect suspicious software modules. MO is applied
to accommodate three goals: to minimize the MECM, to obtain
a number of modules predicted as fault-prone, that is, equal to
the number of modules that can be inspected with the available
software quality improvement resources, and to minimize the
size of the decision tree model.

2) Oblique Decision Trees: The potential of GP to include
any kind of operation into individuals is used in [50] in order to
evolve oblique decision trees. A simple accuracy-based fitness
function is employed. Oblique decision trees are also evolved
in [51]. The fitness function takes into account classification
accuracy and applies two size penalty factors, one for the number
of nodes and the other for the depth of the tree.

Oblique decision trees are constructed in [52] with MO con-
sidering two goals: to maximize classification accuracy and to
minimize the number of nodes. Furthermore, some other tech-
niques are employed to improve performance, such as limited
error fitness, employed to reduce running time, and fitness shar-
ing, used to promote diversity in the population.

3) Non-Linear Decision Trees: Quite a different approach is
presented in [53]. Each individual is a tree representing a node,
instead of a decision tree. Each node can encode arbitrarily com-
plex conditions, including linear and nonlinear combinations of
attributes. The decision tree is constructed in a top–down way,
starting by the root and descending through successive levels
while new nodes keep improving the overall fitness or until
a maximum number of levels is reached. The fitness function
combines classification accuracy and generalization ability.

An MOGP system is also employed in [39] in order to evolve
fuzzy nonlinear decision trees. Continuous attributes are fuzzi-
fied, and MO is applied to optimize two goals: accuracy, mea-
sured as the area under the receiver operating characteristic

(ROC) curve [58], and complexity, measured as the size of the
tree.

A population of decision trees is evolved in [54], allowing
trees that are as general as needed to be constructed, so that
even nonlinear multivariate trees could be evolved. Fitness is
based on classification accuracy, with a penalty for size, but in
an unusual way, since smaller individuals are penalized in this
proposal.

B. GP for Learning Rule-Based Systems

Rules are a simple and easily interpretable way to represent
knowledge [1], [59]. A rule has two parts, the antecedent and
the consequent. The rule antecedent contains a combination of
conditions for the predicting attributes. Typically, conditions
form a conjunction by means of the AND logical operators, but
in general any logical operator can be used to connect elemental
conditions, also known as clauses. The rule consequent contains
the value predicted for the class. This way, a rule assigns a data
instance to the class pointed out by the consequent if the values
of the predicting attributes satisfy the conditions expressed in
the antecedent; hence a classifier is represented as a rule set.

Usually, classification rules employ only simple conditions,
where an attribute is compared with a value from the correspond-
ing domain by means of some relational operator, resulting in
univariate linear classifiers. In some occasions, conditions com-
paring the value of one attribute to the value of another attribute
are also allowed, leading to linear multivariate classifiers. More
complex conditions are rarely employed.

Two main approaches exist for individual encoding when
evolving rule-based classifiers.

1) In the individual=rule approach, each individual encodes
a rule, and hence, some method must be used to construct
the classifier from the rules evolved, once the evolutionary
process finishes.

2) In the individual=rule set approach, each individual rep-
resents a complete classifier, that is, a rule set, and so the
classifier will be the best of the individuals evolved.

Another consideration is often taken into account when con-
structing rule-based classifiers. Usually, different approaches
are employed depending on the number of classes to be
distinguished.

1) In binary classification, there are just two classes to be
distinguished. This usually leads to simpler algorithms.

2) Multiclass algorithms are able to distinguish any number
of classes, and are hence, more general, but can also be
more complex.

Binary and multiclass problems are sometimes handled in dif-
ferent ways. Some methods are restricted to binary problems,
while other algorithms can cope in a seamless way with any
number of classes. Since any n-class problem can be reduced to
n − 1 binary classification problems, methods limited to binary
problems can still be applied to multiclass problems. However,
methods able to directly handle any number of classes are gen-
erally more suitable, because they can be applied more easily
and readily. The following review of works is categorized based
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Fig. 5. GP individual representing a classification rule.

TABLE IV
APPLICATIONS OF GP-INDUCED CLASSIFICATION RULES

the type of classification task (binary/multiclass). Fig. 5 repre-
sents a GP individual corresponding to the antecedent of the
rule shown as follows for the Pima dataset

IF ((NP < 3)

OR ((NP ≥ 3) AND (PG ≥ 50) AND (TT < 72)))

THEN Class 1.

Table IV lists the applications of the systems here reviewed.
We can note the substantial number of references dealing with
medical issues. The reason is that in Medicine, it is especially
important to understand the rationale behind the classifica-
tion that the system outputs. Since rules give an easily inter-
pretable representation, they are often preferred in medical appli
cations.

1) Binary Classification: Binary classification is carried out
in the proposal described in [82] and [83], where each indi-
vidual in the population encodes a rule, and a single rule is
obtained as the final result of the evolutionary process. Sim-
ple univariate conditions are employed. Since just two classes
must be distinguished, the instances not covered by that rule
are assigned to the other (default) class. This paper employs a
self-adapting fitness function. Fitness is measured as classifica-
tion accuracy, but in a weighted way. Each instance from the
training set has a weight associated, used to weigh the partial
fitness of each instance. Weights are also evolved, in such a way
that instances which are harder to classify have their weights
increased.

In [75], like in the work described in [82] and [83], a single
rule for one of the classes is evolved, considering the remaining
class as the default class. This system allows the use of condi-
tions comparing the value of two attributes, in addition to the
usual simple univariate conditions which compare the value of
an attribute with a constant. This way, linear multivariate clas-
sifiers can be obtained. The fitness function is based on classifi-
cation accuracy. A similar system is proposed in [72], but only
simple univariate conditions are employed in the antecedents of
the rules.

Fixed-length individuals are evolved in [61] with the purpose
of obtaining simpler and more comprehensible binary classi-
fiers. Each individual encodes a rule. An accuracy-based fitness
function is employed.

In [60], a single rule is evolved in each running, and the system
is run twice, one time for each of the classes. The fitness function
is based on the rms error of prediction, and includes a penalty
factor for size. Arithmetic operations and the comparison of
attributes and their combinations are allowed to appear in the
conditions, leading to nonlinear multivariate classifiers.

An individual=rule approach is also employed in [63], where
both univariate and linear multivariate conditions are allowed.
When the evolution ends, the final classifier is formed by the best
n rules, where n is a value chosen by the user, so that classifiers
with several rules per class can be obtained. The fitness function
is based on ROC/AUC measures.

Fuzzy rules for binary classification are evolved in [73]. A
classifier that can contain several rules is constructed, but all the
rules predict the same class; the other one is the default class.
Each individual encodes a rule, employing univariate condi-
tions. A modal evolutionary process is followed, in which each
run results in a rule. All items correctly classified by this rule
are removed from the training set and the system is restarted.
This process continues until every instance of the objective class
is described by a rule. MO is used in order to simultaneously
optimize four fitness functions, three of them related to the ac-
curacy of the rule and the remaining one measuring its size.
Several parallel runnings of the systems are performed, each
one with different values for the parameters controlling the evo-
lutionary process. Each running produces a complete classifier,
and a committee-based ensemble method is used to obtain a
final classifier from these rule sets.

A comparison of several variant GP-evolved classifiers for
binary classification following the individual=rule set approach
can be found in [70]. Both crisp and fuzzy rules combining
univariate as well as multivariate conditions are evolved.

A two-stage evolutionary approach is proposed in [65]. In
the first stage, a hybrid GP/GA method is employed to evolve
a good pool of rules. Each individual represents a rule, or to be
more precise, a part of a rule, since GP is employed to evolve the
part of the antecedent involving categorical attributes and a GA
is used to evolve the conditions concerning numerical attributes.
A run is performed for each of the classes considered, but a set
of rules (for the same class) is selected in each running. Token
competition is used in order to obtain a proper covering of all
the data instances, and the fitness function measures accuracy.
The second phase of the system uses the pool of rules produced
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by the first phase as its basis. A simple evolutionary algorithm
is employed; each individual represents a rule set, and several
subpopulations are formed. If the number of rules in the can-
didate pool is n, then there will be n subpopulations and the
ith subpopulation will be evolved to optimize the rule set con-
taining i rules. At the end of the evolution, each subpopulation
outputs its best candidate rule set, which will compete (based
on classification accuracy) with the best rule sets generated by
other subpopulations to obtain the final optimal rule set.

The system described in [74] is aimed at the problem of
classification with imbalanced data. Data is said to be imbal-
anced when some classes heavily outnumber others. The prob-
lem with imbalanced data arises because learning algorithms
tend to overlook less frequent classes, paying attention just to
the most frequent ones and ignoring the minority classes. Usu-
ally, the minority class is the positive class, that is, the class
that the end-user is interested in, but this is the class most dif-
ficult to characterize, due to its limited number of instances.
The approach followed in this paper consists in generating rules
only for the positive class. Each individual in the population can
represent a set of rules. Since only conjunctive antecedents are
allowed in the rules, when a logical OR is found in a tree, it
separates one antecedent from another; this way, rules are ex-
tracted from all the individuals in the population. A repository
is kept in order to construct the final classifier. Each extracted
rule is added to the repository if its precision is greater than a
given threshold and if it is different than rules already in the
repository. Conditions comparing the value of two attributes are
allowed, so that linear multivariate classifiers can be obtained.

2) Multiclass Classification: Multiclass classification is
addressed in [67]. A single rule is evolved in each run of the
system, and n runs are performed for a n-class classification
problem. This way, the final classifier has a single rule for each
class. The fitness function combines three terms, two of them
(specificity and selectivity) are used to gauge the predictive
ability of the rule, and the third one measures its complexity.
Simple univariate conditions are employed. A similar approach
is followed in [77].

In the same vein as the previous references, the system pre-
sented in [78] tackles multiclass classification performing a
different running for each of the classes to be distinguished.
However, several differences can be noted with respect to the
systems described above. Each individual represents a rule, but a
niching mechanism (namely token competition) and elitism are
employed in such a way that a set of rules, all of them predicting
the same class, are obtained at the end of the evolutionary pro-
cess, so that the final classifier can have several rules for each
of the classes. Simple univariate conditions are also used in this
paper. An accuracy-based fitness function is employed.

Each individual represents a rule in the system described
in [71]. It employs a fitness function based on sensitivity and
specificity and simple univariate conditions in order to construct
classifiers with several rules per class. A similar system aimed
at evolving fuzzy rules is proposed in [64].

In the proposal described in [79], based on the
individual=rule approach, a separate run is performed for each
of the classes to be discriminated. When an evolutionary run

finishes, the individuals with the highest fitness values found in
any generation are saved. Finally, a selection strategy builds the
final classifier from these sets. It begins by forming a set choos-
ing the best rule in each set corresponding to a particular class.
Then, the remaining rules are progressively evaluated in order
to determine whether they will be included in the set, checking
if the predictive quality of the rule set has improved. The fitness
function is a combination of precision and support. The search
is biased toward comprehensible solutions in the selection pro-
cess. Each generation, individuals are ranked probabilistically
according to one of three possible criteria: support, precision or
comprehensibility. A probability is assigned to each criterion.
These probabilities self-adapt as the evolutionary process runs.

In [87], a hybrid GA/GP system in which each individual
represents a rule is described. Classifiers containing several rules
per class can be constructed. The fitness function takes three
terms into consideration: support, confidence, and rule size.
This system allows the use of conditions comparing the value
of two attributes; in this way, linear multivariate classifiers can
be obtained.

Linear multivariate classifiers containing several rules per
class, evolved employing an individual=rule approach with the
aid of the token competition niching method, are used in [80]. A
fitness function based on the concepts of support and confidence
is employed. This approach is also employed in other studies
which extend the previous proposal. In [68], a two-stage process
is followed. In the first phase, evolutionary programming (EP) is
used to evolve a Bayesian network, which represents an overall
structure of the relationships among the attributes. The Bayesian
network provides knowledge in itself, but it is also used as a basis
to define the grammar to be used by the GP algorithm in the
second stage. This system is further extended in [69], where a
GA is added to the EP and the GP. The GA is used to discretize
the continuous attributes. Similar proposals can be found in [76]
and [81].

The system described in [62] employs a fitness function based
on classification accuracy with a penalty for size. Each individ-
ual encodes a rule set. Arithmetic operations and the comparison
of attributes and combinations of attributes are allowed to appear
in the conditions, leading to nonlinear multivariate classifiers.

The hybrid GA-P system [88] is applied for evolving fuzzy
rules in [84]. A coevolutionary approach is employed, where
the GP algorithm evolves a population of rule sets while the
GA evolves the parameters defining the membership functions
of the attributes used in the antecedents of the rules. Each in-
dividual encodes a complete classifier, in which only univariate
conditions are allowed. A classifier can contain several rules per
class.

The system proposed in [85] evolves fuzzy classification rules
for multiclass problems. In this paper, the numeric attributes are
fuzzified, and a coevolutive approach is followed, in which a
GP algorithm and an evolution strategy (ES, another kind of
evolutionary algorithm [89]) are run simultaneously in a coop-
erative way. Each individual of the GP encodes a rule set and
each individual of the ES represents the membership functions
corresponding to the fuzzified continuous attributes. In contin-
uation, we focus on the GP algorithm. Each individual in the
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Fig. 6. GP individual representing a discriminant function.

population represents a rule set, but all the rules of each of the
individuals predict the same class, and hence, the system must
be run once for each of the classes to be distinguished. Simple
univariate conditions are used in the antecedents of the rules.
The fitness function measures accuracy based on sensitivity and
specificity. Size is not included in the fitness function, but it is
considered in the selection of individuals. When individuals are
selected to breed the next generation, individuals with higher
fitness are selected, but when several individuals have equal
fitness, the smallest ones are preferred.

The system proposed in [86] evolves classifiers in which sev-
eral rules per class can exist applying an individual=rule set ap-
proach. Simple univariate conditions are used in the antecedents
of the rules. The fitness function is based on classification ac-
curacy. A similar approach for the evolution of fuzzy rules is
employed in [54].

A hybrid individual=rule/individual=rule set approach for
multiclass classification is followed in [66]. An individual can
contain multiple classification rules, subject to the restriction
that all its rules have the same consequent. The population con-
sists of a set of individuals of this type. When the evolutionary
process finishes the best individual for each class is used to form
the final classifier, thus, several rules can exist for each class.
Simple univariate conditions are allowed. The fitness function
combines three terms, sensitivity and specificity are used to
gauge the accuracy of the rule, and a term based on size mea-
sures its complexity.

C. GP for Learning Discriminant Functions

Discriminant functions are another formalism for represent-
ing classifiers. A function is a mathematical expression in which
different kinds of operators are applied to the attributes of a data
instance that must be classified. This way, a single output value is
computed from the operations performed on the values of the at-
tributes. The value computed by the function indicates the class
predicted. Usually, this is accomplished by means of a threshold
or set of thresholds. For binary classification problems, a single
function is enough; if the output value is greater than a given
threshold, the example is assigned to a certain class, otherwise
it is assigned to the other one. Usually, the threshold is zero, so
that a positive output indicates a particular class, while a non-
positive value corresponds to the other class. Fig. 6 represents

TABLE V
APPLICATIONS OF GP-INDUCED DISCRIMINANT FUNCTIONS

a GP individual corresponding to the following discriminant
function for class 1 of the Pima dataset

0.92∗NP + 0.23∗PG + 1.07∗BP + 19.82∗TT

For multiclass problems, two basic approaches can be fol-
lowed. As we have seen in Section V-B, one possibility is to
consider a n-class classification problem as n − 1 binary prob-
lems, so that n − 1 or n binary threshold functions, like the
ones described above, would be used in order to discriminate
the n classes. The other option is to use just a single function
to distinguish all the classes. Now n − 1 threshold values are
needed. These thresholds will determine n intervals, and each
interval will be assigned to a particular class; this way, the pre-
dicted class will depend on the interval which the output value
belongs to. Though these methods are pervasively followed in
the literature, some other approaches have been devised, as we
will see as we review the published works.

The obvious approach for evolving this kind of classifier with
an evolutionary algorithm like GP is to have a population in
which each individual encodes a discriminant function. The
function set used by the GP algorithm will determine the kind
of operations that the function can perform on the data. In the
following review, works are categorized based on the number
of classes to be distinguished (binary/multiclass).

Table V lists the applications of the systems reviewed in this
section. In this case, we can find a significant number of ref-
erences related to image classification and other related pattern
recognition issues. The reason is that the representation given
by discriminant functions is very akin to the kind of mathemat-
ical operations and transformations usually applied to signal
processing.

1) Binary Classification: The most obvious and simple ap-
proach to tackle binary classification problems is to evolve a
population of threshold functions, using classification accuracy
as the fitness measure, and to choose the most fit of the evolved
individuals as the final classifier. This basic approach can be
found in [91], [92], [95], [103], [114], and [115].

One of the first works on the application of GP for evolving
classification functions is [111], where binary classification is
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addressed by means of the evolution of a single zero-threshold
discriminant function. Two different ways of measuring fitness
are proposed. The first one consists in the application of an MO
approach in order to simultaneously optimize two goals: classi-
fication accuracy (correct classification rate) and the a posteriori
entropy of class distributions. The second fitness function is the
false alarm or FP rate. Another work involving MO is [107],
where three objectives are considered: tree complexity, misclas-
sification cost, and an approximation to the Bayes error in the
1-D projected space.

The goal of Cavaretta and Chellapilla [127] is to find out if
the principle of Occam’s razor holds for classifiers. A single-
threshold function is evolved. Two fitness functions are con-
sidered; the first one is computed as the correct classification
rate and the second one is a distance-based fitness, in which
the difference between the real and the predicted output is com-
puted for each instance. Since the goal is to test the suitability
of Occam’s razor, both fitness measures can be penalized with
a parsimony factor, in such a way that fitness decreases with
the number of nodes of the tree which encodes an individ-
ual. Similar works in which binary classification is addressed
by evolving a single-threshold function, with a fitness func-
tion based on accuracy including a size penalty, can be found
in [93], [105], [116], [117], and [126].

Other approaches to binary classification have been proposed,
for example, in [106]. A single-threshold function is evolved
employing a fitness function composed of two terms, the first
one is classification accuracy, and the second one is a measure
of certainty, which refers to the probability of misclassification
in future examples, different from the ones in the training set;
that is, certainty is considered in this paper as a measure of the
generalization ability of the classifier.

The system described in [94] is run several times. In each run-
ning, one best-of-run discriminant function is obtained. A pool
of functions is constructed after several rounds. After training,
data instances are classified by a majority voting on the outputs
of the individual classifiers.

A system in which several validation sets are used to assess the
quality of the induced classifier is described in [110]. The system
works by following three stages: training, multiple dataset vali-
dation and voting. In the training phase, 40 runs are performed,
obtaining 40 models, from which the six best models are kept. In
the validation phase, each of the six selected models is applied
to five different datasets to validate their generalization abilities.
The datasets are different, but all of them are similar and related
to a same domain. After all the validations end, the model with
the best validation performance is selected. The above process
is repeated six times for a chosen test dataset. Each time one
of the remaining six datasets is selected as a fit dataset, while
the other five datasets are used in the validation phase. After six
repetitions, six best models, each generated in one repetition,
can vote the classification for the given test dataset.

Two fitness functions specially tailored for coping with class
imbalance are presented in [124]. Each individual in the popu-
lation is a single-threshold discriminant function.

In [90], each individual is a discriminant function encoded
as a program in a specific programming language that will be

run on a certain virtual machine. The fitness function is based
on the distance between the real and predicted output, but some
penalties are considered. There is a penalty for size, and some
other penalties can be applied when the program performs cer-
tain illegal operations. Machine code individuals are evolved to
carry out binary classification in [101], where a fitness function
combining the mean square error and the correct classification
rate is used, and in [102], where the fitness function is based on
the distance between the real and the predicted class.

Three active learning methods are compared in [125]. The
goal of active learning is to perform dynamic selection of ex-
amples while the evolutionary process is running, in order to
alleviate the computational overhead of GP. The basic idea is to
select the instances that are more difficult to classify for the in-
dividuals that are being evolved. The fitness function employed
in this proposal is based on the distance between the real and
the predicted class.

MO and coevolution are applied in [130] in order to evolve a
set of classifiers (a Pareto front) while achieving an efficient fit-
ness evaluation. Two populations are coevolved, one population
in which each individual represents a threshold discriminant
function and another population in which each individual en-
codes a subset of the training set. When the evolution of the
function population ends, a set of nondominated classifiers is
obtained, rather than a single classifier. Each classifier gives a
classification output for a given example, and a voting system is
applied to obtain the final classification. The purpose of the pop-
ulation of training subsets is to obtain a training subset smaller
than the original training set, since the smaller the training set,
the shorter the time needed to compute fitness. Since the train-
ing subset coevolves with the classifiers, the fitness of a training
subset depends on the performance of the classifiers with that
data. Classification accuracy is used as the fitness measure for
the discriminant functions.

In [113], each individual is a single-threshold discriminant
function. The main contribution of this paper is the inclusion of
restricted loops in the function set. These loops include param-
eters that are also evolved by the system.

2) Multiclass Classification: One of the first works involv-
ing multiclass classification with GP-evolved discriminant func-
tions is [131], where an n-class problem is converted into n
binary problems. The system is run once for each of the classes
to be distinguished. In each running, a single-threshold discrim-
inant function is evolved for a particular class. Classification
accuracy is used as the fitness measure. A similar approach is
described in [100] with a fitness function measuring the over-
lapping between the class outputs given by the classifier.

Multiclass classification is carried out in [118] by means of
a set of single-threshold discriminant functions and a simple
voting scheme. A set of functions is evolved, which can result
in several functions for a given class. Each of these functions
discriminates one class from the rest. When an instance is to
be classified, each of the functions gives its output and the final
prediction is obtained through voting.

The system described in [128] addresses multiclass classi-
fication by constructing n binary classifiers, so that it has to
be run once for each of the classes. This system employs a
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layered multipopulation GP framework. A layer is composed
of a number of populations. The result of evolving each pop-
ulation is a discriminant function. These functions transform
the training set to construct a new training set, performing a
feature generation process, so that new constructed features are
added to the original ones when passing to the next layer. The
last layer has a single population, so that a single classifier is
finally constructed from the best partial solutions given by the
previous layers. To put it another way, each layer evolves a part
of the final discriminant function, which is progressively con-
structed layer-by-layer. The fitness function is based on classi-
fication accuracy. A similar method is presented in [96], but
here the fitness function is based on sensitivity and speci-
ficity, and two feature selection methods are added to the
system.

A GP-based approach to multiclass classification in which an
integrated view of all classes is taken is proposed in [129]. This
system is able to construct a complete classifier in a single run.
Each individual is a multitree structure made up by n trees, n
being the number of classes. Each of these n trees (Ti, 1 ≤ i ≤
n) encodes a threshold function for a particular class. The system
considers that a data instance x belonging to class i is correctly
classified, if Ti(x) ≥ 0 and Tj (x) < 0, for all j �= i. The fitness
function is computed as the classification accuracy. A similar
system evolving a multiple-threshold discriminant function is
described in [97], where a fitness function based on the sum of
squared errors is employed.

In [98] and [122] multiclass classification is addressed by
evolving a multiple threshold discriminant function. This func-
tion distinguishes n classes by means of n − 1 threshold values.
These thresholds determine n intervals, and each interval is as-
signed to a particular class; this way, the class predicted will
depend on the interval that the output value belongs to. Differ-
ent approaches can be devised from this basic idea. The simplest
approach, static class boundary determination, consists in fixing
the boundary values at manually chosen points. In [119], two
methods designed to dynamically determine thresholds during
the evolutionary process are presented. These approaches are
further improved in [120].

In the proposal presented in [121], each individual represents
a multiple-threshold discriminant function, but instead of us-
ing the single best evolved individual in the population, this
approach uses multiple evolved programs to perform classifi-
cation; the best evolved individuals are selected to form the
classifier. It is assumed that the behavior of a program classifier
is modeled using multiple Gaussian distributions each of which
corresponding to a particular class. The distribution of a class is
determined by evaluating the program according to the exam-
ples of that class in the training set. If the curves representing
these distributions are well separated, this means that the classes
are being correctly distinguished, and hence, the degree of over-
lap is used as the fitness measure. The classifier is formed by
several discriminant functions. The probability that an instance
belongs to a certain class is computed based on the values of the
probability density function for a given class according to the
different discriminant functions, and the instance is assigned to
the class with the highest probability.

The two approaches for multiclass classification, constructing
a single classification function or n binary classifiers are com-
pared in [112]. This paper addresses the problem of hand-written
digit recognition. When a single function able to discriminate all
the classes is evolved, this function directly outputs the numeric
value of the predicted class, since each class is an integer digit.
The other option consists in running the system as many times as
there are classes to be distinguished, each run evolving a single-
threshold discriminant function for a particular class. In both
cases, the fitness function is based on classification accuracy.

Two methods for multiclass classification are proposed in
[108]. In the first method, a single function is evolved. When
the evolutionary process ends, the best evolved individual is
chosen as the classifier, and it is applied to each of the instances
in the training set, so that a set of values is obtained for each
class. When a new instance has to be classified, the classifi-
cation function is applied to it and it is assigned to the class
that has the output obtained in its value set. If the output ob-
tained does not appear in any of the value sets, the instance is
assigned to the class which has the value that is nearest to the
output obtained. The second method consists in choosing the p
best evolved individuals (p can be different from the number of
classes). Each function will output a corresponding class with
a confidence factor for each sample. The outputs obtained are
combined to compute the membership factor for each class, and
the instance is assigned to the class with the highest membership
factor. Both methods employ a distance-based fitness function
designed to measure interclass discrimination and separation. A
similar system is described in [123]. Other studies comparing
different approaches to multiclass classification with discrimi-
nant functions can be found in [104] and [132].

A single best-of-run individual is evolved as the final classifier
in [4] and [133]. Each class has an associated numerical value.
A data sample is classified as belonging to the class that is near-
est to the output value computed by the discriminant function
evolved. Fitness is computed as the classification accuracy.

In [134], attributes are fuzzified, and multiclass classification
is achieved by evolving a single-threshold discriminant function
for each class. The fitness function is based on the distance
between the real and predicted output. A similar approach is
proposed in [135], but using rough sets instead of fuzzy sets.
Similar proposals can be found in [136] and [137].

A system for the evolution of discriminant functions is de-
scribed in [99], where each individual in the population is a
string representing a C program, which maintains an output ar-
ray having a position for each of the classes to be predicted. The
program computes n output values, one for each of the classes;
the predicted class is the one with the highest output value. The
fitness function combines the mean square error and the cor-
rect classification rate. A similar system is described in [109],
but here the n-class problem is treated as n binary problems,
running the system n times.

D. GP With Other Representations

In the previous sections, we have reviewed the studies that
employ GP to evolve classifiers in their more common forms
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TABLE VI
APPLICATIONS OF OTHER KINDS OF GP-EVOLVED CLASSIFIERS

(decision trees, classification rules, and discriminant functions).
Though less common, there are many other formalisms that
can be used to represent classifiers. In this section, we focus
on publications dealing with GP-evolved classifiers where other
representations are employed. Table VI lists the applications of
the systems reviewed in this section.

A hybrid system in which the classifier is represented using
both classification rules and discriminant functions is described
in [140]. GP is used in a two-stage evolutionary system for
binary classification. In the first stage, rules are evolved individ-
ually. An individual represents a rule, and each rule corresponds
to a particular class. One or several rules can be evolved for each
class. The training set is reduced as rule generation proceeds, so
that the instances covered by existing rules are eliminated from
the training set. Only simple univariate conditions are allowed
to appear in the rules. In the second stage, a single-threshold
discriminant function is evolved from the reduced training set
(the data which do not satisfy any rule or satisfy more than
one rule). The fitness function used in both stages is based on
the distance between the predicted and the real class. Once the
hybrid classifier has been constructed, the procedure followed
to classify a new instance consists in first applying the rule set.
If the instance is covered by some rule, it is classified in the
class predicted by that rule, otherwise, it is classified by the
discriminant function.

ANNs have been extensively used for classification and other
purposes [155]. An ANN consists in a group of processing units
or neurons highly interconnected in a layered system. GP is
employed in [138] to evolve neural networks. Each individual
in the population is a tree representing the architecture (struc-
ture and parameters) of the network. The fitness function is the
classification accuracy of the network throughout the training
data. In a similar way, GP has been applied in [54] and [141] for
the evolution of neural networks, where again each individual
in the population represents a network architecture.

SVMs have emerged in recent years as a popular approach
to classification [156], [157]. SVMs transform the data into a
new space where the data is linearly separable, and then build
a hyperplane which divides examples so that examples of one
class are all on one side of the hyperplane while examples of the
other class are all on the other side. A kernel function is used
to facilitate the construction of such a hyperplane. GP has been
applied to the evolution of kernel functions for SVMs. The basic
idea consists in evolving a population in which individuals are
kernel functions, whose fitness is computed by constructing a
SVM from it and measuring its quality. This setting is followed

in [146] and [147], where GP is used to evolve kernels. In [145],
each individual represents a multiple or hybrid kernel (a combi-
nation of kernels given by a mathematical expression). Multiple
kernels are similarly evolved in [148], but here a generalization
measure called bound of generalization error is used as fitness,
and a hybrid GP/evolution strategy (ES) method is employed.
The GP part is used to optimize the structure of the multiple ker-
nel, while the ES optimizes the parameters of the subkernels.
Another work dealing with the evolution of multiple kernels by
means of GP can be found in [149]. Here, a boosting technique
is applied to concentrate evolution on the most difficult objects
to classify. The hybrid kernels obtained at each boosting round
participate in the training of SVMs, which are combined into a
final classifier, applying a weighted voting approach.

In a similar way to a rule set, a classifier can also be rep-
resented as a set of queries. Queries are usually expressed in
a database management system query language like SQL, but
other options can be taken into consideration. This approach is
followed in [150], where GP is employed to evolve a population
where each individual is a SQL query. The conditions that are
allowed to appear in queries are comparisons of an attribute with
a constant, but also comparisons of one attribute with another
one, and conditions using SQL specific operators, like EXITS
or ALL. Fitness is evaluated with a function which includes a
term for accuracy, another term for complexity and another one
for the shape of the tree, that can be used for encouraging certain
kinds of queries. A population of SQL queries is evolved using
GP in [158]. A set of n − 1 queries is used to distinguish n
classes. All the rules are obtained in a single run using elitism
and some niching method. Simple univariate conditions are em-
ployed in this proposal. The framework proposed in the previous
work is directly applied in [142] to binary classification. Another
SQL-based system for multiclass classification employing GP is
described in [159]. Here, each individual is a complete classifier,
in which several rules per class are allowed. Fitness is computed
as the accuracy rate. A special kind of classification, text clas-
sification, is addressed in [143]. Binary classification is carried
out in this system, where each individual in the population is
a query expressed in Lucene, a text search language. Specific
Lucene operators are used to build the queries, and fitness is
based on precision and recall.

The kNN algorithm is an instance-based learning method in
which a dataset is used as a reference to classify new instances,
with the help of a suitable distance measure. In order to classify
a new data instance, its kNNs are found, the number of instances
in each class is counted for that subset of k, and the example to
be classified is assigned to the class with a higher count. These
class counts can be weighted with the purpose of trying to avoid
the adverse effect caused by outliers. GP is used in [144] to
evolve such kind of weighted counts. Each individual in the
population is a tree encoding a mathematical expression which
provides a weighted count of the kNNs. The system proposed is
aimed at binary classification. The fitness function is based on
the ROC curve.

Several proposals for the application of EAs to optimize the
performance of the kNN method are presented in [154]. First
a GA is used to select the training set. MO is used in order to
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simultaneously minimize the size of the training set and maxi-
mize classification accuracy. Another proposal consists in using
GP to evolve the distance measure used by the kNN algorithm.
MO is applied again in order to maximize the classification rate
while minimizing the complexity of the distance measure. The
next idea consists in combining the previous ones in a cooper-
ative coevolutive setting: fitness evaluation for the training set
selection species is done by computing the accuracy rate for
each individual using the best distance measure of the previ-
ous generation; similarly, the fitness for the proximity measure
species is computed from the accuracy rate for each individual
using the best training set of the previous generation. Finally,
a third species that will compete with the two previous ones is
added. A separate fitness evaluation dataset is used to evaluate
the fitness of individuals. The third species is employed to se-
lect the instances in this fitness evaluation set, and the goal of
its fitness function is to minimize the accuracy rate. The effect
achieved with this third species is to enhance performance, since
fewer instances are used to compute fitness, and to attain a better
generalization capability.

Kernels can be applied not only to SVMs, but also to any
learning method involving a distance measure. The kernel near-
est neighbor method (kernel-NN) [160] is a variation of the kNN
algorithm in which a kernel is applied to the distance function.
GP is employed in [151] in order to evolve kernels for kernel-
NN. The fitness function measures the margin for a correct
classification that the prototype set (the reference data instances
used for classification) provides. The training data is usually
used both as the prototype set and as the dataset to compute the
fitness of an individual. However, when GP is wrapped around a
kernel-NN classifier to search for the most suitable kernel for a
particular dataset, this setting would lead to prohibitive running
times. The method proposed applies coevolution to tackle this
problem by reducing the number of prototypes used for classi-
fication and reducing the fitness case subset considered during
each generation. Three species are employed: the first species
includes the GP kernels; the second species includes the pro-
totype subset subject to a cooperative coevolution with the GP
kernels; the third species includes the fitness case subset subject
to a competitive coevolution with the GP kernels. The prototype
species is evolved to find good prototypes that maximize the
fitness of the GP kernels. The fitness case species is evolved to
find hard and challenging examples that minimize kernel fitness.
Both prototype and fitness cases species are evolved using an
evolution strategy [89].

A novel approach to multiclass classification with GP is de-
scribed in [139]. GP is employed to evolve what is known as
variable predictive models (VPMs). A VPM is a mathematical
model that expresses the value of a variable as a function of
one or a set of the other variables. In this work, each possible
pair of variables {Xi,Xj} is considered, where Xi is the output
(predicted) variable and Xj is the input (predicting) variable.
This way, a GP-evolved VPM is constructed for each Xi as a
function of each of the other variables Xj , performing a separate
GP run for each VPM. The best VPMi from all the VPMij is
kept for each variable Xi . The root mean squared error is used
as the fitness measure. This set of computations is performed

TABLE VII
APPLICATIONS OF GP-BASED ENSEMBLES

separately with the data instances of each class, so that, in the
end, the best VPMs are kept for each variable and each class.
When a new data instance has to be classified, each feature is
predicted with the corresponding VPM for each of the classes,
and the instance at issue is assigned to the class whose VPMs
give a prediction of the values of the features that is closer to
the real value.

Multiclass classification is addressed in a rather unusual way
in [152]. The approach proposed is motivated by the market-
based Hayek model [161], [162], an artificial market model.
The model, based on auctions, returns a set of individuals that
decomposes the problem by way of a bidding process. Each in-
dividual in the population has a certain wealth and an associated
action (a class assignment, in classification problems), and can
bid in an auction for certain data instances. The individual mak-
ing the highest bid wins the instance and has to pay for it, but
will be rewarded if the action is suited to that instance (if the pre-
dicted and the real classes match). The amount bid is determined
by a mathematical expression computed according to the values
of the attributes, evolved by the GP algorithm. The classifier is a
set of individuals that can bid for instances in a particular class,
and fitness is measured on the basis of the wealth of individuals.
A similar system is described in [153], but here coevolution is
applied in order to evolve a training subset along with bidding
classifiers, and the concept of wealth is not employed.

VI. GP FOR LEARNING ENSEMBLE CLASSIFIERS

In this section, we focus on a particular kind of postprocessing
technique aimed at obtaining the maximum from the classifica-
tion models produced by learning algorithms: ensemble or team
methods. The basic idea behind this approach is to improve the
quality of the prediction by means of using not a single classi-
fier, but a group of them, each one providing a possibly different
output. Ideally, different base classifiers in an ensemble capture
different patterns or aspects of a pattern embedded in the whole
range of data, and then through ensembling, these different pat-
terns or aspects are incorporated into a final prediction. For this
reason, diversity is very important for ensembles. Bagging and
boosting are two well-known ensemble methods [163]–[165].

Two main issues have to be addressed when an ensemble
approach is employed, which are how to generate diverse base
classifiers and how to combine base classifiers, and GP has been
applied to both issues, as we will see shortly. Table VII lists the
applications of the systems reviewed here.

The application of GP in order to combine the predictions of
several classifiers is addressed in [172]. First, several partitions
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of the original training data are formed and the base classifiers
are obtained from these datasets by means of different learning
algorithms, e.g., linear classifiers, naı̈ve Bayes, C4.5, and ANNs.
Each of the classifiers obtained is translated into a mathematical
expression, that can be used as building blocks for GP. Each GP
individual is a tree in which base classifiers are combined by
means of mathematical and logical operators. Several classifiers
of the same kind or classifiers of different types can be combined
to obtain an ensemble. The fitness function used in these works
is based on the ROC curve.

A parallel implementation of a system for evolving ensembles
is described in [171]. First, the population is subdivided into
demes (subpopulations assigned to different nodes) which, in
turn, are subdivided into teams of individual programs. The
fitness function combines the mean square error and the correct
classification rate. A simpler sequential system is described in
[166], in which an accuracy-based fitness function is used. GP
is employed to evolve diverse base classifiers.

The goal of the system proposed in [168] is to enhance accu-
racy and reduce performance fluctuation of classifiers produced
by GP. A pool of classifiers is independently evolved in parallel.
Each base classifier is a linear genome machine. An ensemble
is randomly formed by selecting individuals from the pool. The
ensemble is accepted if the individuals’ faults occur indepen-
dently of each other. Otherwise the process is repeated until
an acceptable ensemble is obtained. The behavioral diversity of
the classifier is measured by the expected error rate of combined
individuals.

GP is used in [173] to evolve a set of diverse base classifiers.
Here, the focus is on the efficient construction of classifiers from
huge volumes of data. When the training data is massive, the
learning process can be too lengthy. An obvious approach in
such a situation is to sample the training data and use just a
subset of it to construct the classifier, but important data can be
missed this way, resulting in poor classification performance.
This drawback can be alleviated using an ensemble. Small sub-
sets from a large dataset are used to build a number of base
classifiers, and then these base classifiers are combined. Binary
classification is addressed in this paper. Each base classifier is
a single-threshold discriminant function, evolved in a GP run
using classification accuracy as the fitness function. The com-
bining mechanism used is simple majority voting, that is, pre-
dictions of the majority of base classifiers is set as the ensemble
prediction.

A system for binary classification is described in [169]. Bag-
ging is used in order to obtain different training sets. A single-
threshold discriminant function is evolved from each of the
training sets, using classification accuracy as the fitness mea-
sure. A subset of diverse classifiers is selected from this pool to
make the final classifier. Diversity is measured by comparing the
structure of the classification rules instead of output-based di-
versity estimating. Nine different fusion methods for combining
the results from the base classifiers are compared.

Binary classification is also addressed in [170]. Each of
the base classifiers is a single-threshold discriminant function,
evolved with a fitness function combining accuracy and size.
Diverse base classifiers are obtained here by first applying the

k-means clustering algorithm [177] to the training data, fol-
lowed by a feature selection algorithm applied to obtain the
most relevant features from each cluster. This way, each of the
base classifiers is evolved throughout the training data but with
different feature subsets.

A boosting-based distributed ensemble system for streaming
data is presented in [176]. There is streaming data when new
data continuously flows into a dataset at high speed; in these
circumstances, a tremendous and rapidly increasing amount of
data has to be processed. An island distributed model is em-
ployed. Each node receives its own flow of data, and evolves
one of the base classifiers, represented as decision trees, using
classification accuracy as the fitness function. Once the ensem-
ble classifier has been built using a subset of the streaming data,
the ensemble is used to classify the new incoming data, and
there is no need to retrain unless a concept drift is detected (a
change in the nature of the data). Concept drift is detected using
a fractal-based self-similarity measure. When the performance
of the ensemble falls behind a certain threshold, retraining is
performed on the next available chunk of streaming data. A
similar boosted distributed system is also employed in [174],
where the k-means clustering algorithm [177] is employed in
order to choose the most diverse and fittest base classifiers. Af-
ter a round of generations, the fittest individual from each of
the clusters formed is selected from each of the subpopulations.
In addition, a diversity-based pruning mechanism is applied to
reduce the number of base classifiers in the ensemble.

A comparison of different methods for evolving ensembles
of GP classifiers is carried out in [175]. There are two com-
mon methods to evolve teams of genetic programs, island and
team approaches. Island approaches produce teams of strong
individuals that cooperate poorly, while team approaches pro-
duce teams of weak individuals that cooperate strongly. A new
approach known as orthogonal evolution of teams (OET) is pro-
posed in this paper. This method overcomes the weaknesses of
island and team approaches by applying evolutionary pressure
at both team and individual levels during selection and replace-
ment. The base classifiers are multiple-threshold discriminant
functions, suitable for multiclass classification. The final clas-
sification is obtained by a weighted voting. Different fitness
measures are used for base classifiers and for teams of classi-
fiers, both based on classification accuracy.

Multiclass classification is tackled in [167] by dividing an n
class problem into n binary problems, and performing n runs,
one for each of the classes. Here, an individual encodes a small-
scale ensemble system containing a set of trees known as a
subensemble (SE). Each of the trees in a SE represents a single-
threshold discriminant function. The output of each SE is com-
puted by means of a weighted voting scheme. The best SE for
a given class is obtained after each running, together with a
weight, which will be employed to obtain the final classification
by combining the output of all the best SEs.

VII. PITFALLS, BENEFITS, AND GUIDELINES

The application of GP to classification tasks has its advan-
tages and drawbacks. In this section, we analyze the problems
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associated with the use of GP for classification, but we will also
see that these problems can be circumvented. Besides, we pin-
point the specific advantages of applying GP for classification
purposes. Finally, we give some guidelines on how to employ
GP for classification.

A. Pitfalls on the Use of GP-Based Classifiers

The main problem of GP is its computational cost, primar-
ily due to the computation of the fitness of individuals, which
has to be repeatedly evaluated through the evolutionary process.
Fitness evaluation is particularly costly when evolving classi-
fiers, since it implies the application of the classifier encoded
by each individual in the population to all the data instances
in the training set. Training times on the order of seconds [79],
[121], [122], [130], [134], minutes [51], [78], [80], [125], [137],
hours [68], [85], [153], or even days [63], [123] have been re-
ported in the literature reviewed in this paper.

Another problem of GP is that caused by introns or junk
code in individuals. Introns are pieces of code in an individual
produced by the evolutionary process that does not affect the
fitness of the individual, so that they can be viewed as junk
or useless code. Introns are problematic because there is usu-
ally an exponential growth of junk code in individuals as the
evolutionary process goes on, causing the situation known as
bloating, which means that GP individuals grow uncontrollably
until they reach their maximum size, filled with useless code.
This situation usually leads to run stagnation and poor results,
and bigger individuals imply even higher training times, wors-
ening computational cost problems of GP. These are problems
caused by introns in GP in general, but another adverse effect
must be pinpointed from the specific point of view of classifi-
cation with GP. Comprehensibility is one of the factors which
determine the quality of the induced models, and it can de-
crease drastically when the classifier is swamped with introns.
But despite the obvious problems caused by introns, there is
some evidence that junk code can also have beneficial effects,
protecting good building blocks in the individuals from the de-
structive effects of crossover. Different mechanisms have been
proposed to palliate the adverse effects of introns, such as us-
ing nondestructive crossover operators, applying a parsimony
pressure to individuals by including a size penalty in the fitness
function or employing fitness functions that change throughout
the evolutionary process.

Finally, another difficulty of GP arises from the great number
of parameters that must be defined in order to have a working
system. Some of these parameters are population size, number
of generations, probabilities of application of different genetic
operators or maximum size of individuals, to name a few. Usu-
ally, a series of preliminary runs are required in order to tune
all these parameters. Nonetheless, this drawback of GP can be
considered only as a secondary one, in comparison with com-
putational cost and bloating.

While these problems, mainly computational cost and introns,
are of great importance in every application of GP, the papers
reviewed here generally do not address these issues; only a few
cases afford them marginal attention. This situation is under-

standable because the authors focus on their main goal: to find
better ways of applying GP in order to obtain better classifiers.
Besides, many solutions have been proposed in GP specific liter-
ature to cope with the well-known problems of this technique,3

and all of these techniques can be applied to any GP-based sys-
tem. Therefore, researchers concerned with GP classification
concentrate on obtaining better classifiers, and consider that the
existing solutions for GP specific problems can be added to the
classification system later on.

Although most of the works reviewed here pay no attention to
specific GP drawbacks, there are some exceptions that we would
like to enumerate here. Parallel and distributed implementations
are probably the most obvious approach to decrease training
time, and are applied in [63], [73], [90], [109], [158], [168],
[171], [174], and [176]. The use of a parallel demetic frame-
work has been found to improve running time even when im-
plemented on a single processor machine, as explained in [99].
Incremental learning is applied in [134] and [137] in order to de-
crease training time. Incremental learning consists of beginning
the evolutionary process using just a small subset of the training
set, and adding training instances as the evolutionary process
goes on, until completing the whole training data. MO and co-
evolution are applied in [130] to evolve a set of good classifiers
while achieving efficient fitness evaluation. Two populations
coevolve, one population in which each individual represents
a discriminant function and another population in which each
individual encodes a subset of the training set. The purpose of
the population of training subsets is to obtain a training sub-
set smaller than the original training set, since the smaller the
training set, the shorter the time needed to compute fitness. A re-
duction in training time is reported in [128] as a consequence of
the use of the multi-population GP framework proposed. Three
different active learning methods are proposed in [125] in order
to improve training time. The basic idea behind active learn-
ing consists in using the fitness of the models induced through
the evolutionary process to guide the selection of samples used
for training. Although the high computational overhead of GP
makes scalability more difficult, scalable GP-based classifica-
tion systems can be constructed, and some papers are specif-
ically devoted to the classification of large-scale datasets with
GP [125], [173]. Scalability is sought in [151] by coevolving
the prototype subset and the fitness case subset together with the
kernel for a kernel-NN classifier. In fact, GP has been applied
even to the classification of streaming data (data continuously
flowing into a dataset at a high speed) [176].

With regard to introns, there are a considerable number of
papers that address bloating as a side effect. As we have seen,
comprehensibility is one of the desired features of classifiers,
and one of the factors related to comprehensibility is the size
of the model; the bigger the classifier, the harder to interpret
for humans. One of the most usual ways of promoting smaller
models is the inclusion of a size penalty in the fitness function,
but this parsimony pressure also prevents the presence of introns.
In this way, the efforts aimed at enhancing comprehensibility

3Proposals for speeding up the evolutionary process and protecting it from
introns can be found in [3].
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are also beneficial with respect to bloating. This kind of size
penalty can be found in many of the papers reviewed [37],
[40], [62], [90], [102], [104], [105], [116], [117], [126], [127],
[139], [143]. On some occasions, size penalties are proposed
with the specific purpose of fighting bloat [51], [60], [107]. A
selection mechanism specially designed to tackle bloat, known
as lexicographic tournament selection is employed in [147].
A pruning operator is employed in [85] to diminish bloating
effects. The system proposed in [171] removes introns when
computing the fitness of individuals. The same intron removal
algorithm is applied in [61] with a twofold purpose: to remove
introns and obtain simpler and more comprehensible classifiers.
Nondestructive genetic operators are employed in [104] to avoid
bloating. The main issue addressed by [98] is the proposal of
a new online simplification method to remove redundant code,
based on algebraic equivalences and hashing techniques.

B. Benefits of the Use of GP-Evolved Classifiers

At this point, we have seen that GP has some drawbacks
that can, however, be circumvented in different ways. But, why
should we use GP to solve a classification problem? Classifica-
tion is one of the most researched problems in computer science
and dozens of methods for classifier induction exist. This leads
us to question how well GP compares with other classification
techniques and what the reasons could be for choosing GP.

Regarding classification accuracy, many of the papers that we
review include performance comparisons of classifiers obtained
by means of GP and some other techniques like decision tree
algorithms, neural networks, SVMs, instance-based learning, or
others. A total of 124 papers have been reviewed in Section V.
There are 66 out of these 124 papers in which GP is compared
with some other techniques in terms of accuracy; usually, com-
parisons are carried out over several different datasets. In these
comparisons, there are 174 cases in which GP is the algorithm
obtaining the best accuracy, while in 144 cases, GP is beaten
by some other technique. This means that in a 54.72% of the
comparisons, GP is the best performing method. Summarizing,
it can be said that GP-based classifiers generally compare quite
well with the ones induced by other algorithms. Usually, we
can find that GP-based classifiers reach the highest accuracy for
some datasets, equal the best competitor for some others and in
some cases are inferior to some other ones. This should not be
a surprise if we take into consideration the no free lunch theo-
rem [178], [179]. But even when GP-based classifiers are beaten
by some other algorithm, most of the times the differences are
small, giving a performance near to the best one.

At this point, we have seen that GP can be used to construct
classifiers with competitive accuracy, but its main drawback
is still its computational cost. Although some other methods
like neural networks can have comparable training times, other
techniques like C4.5 will probably always be much faster. So,
it is time to look at the specific advantages of using GP for
classification.

We think that the key feature of GP that makes it so interesting
is its flexibility. This flexibility yields different advantages. As
we have seen, GP individuals can use any representation formal-

ism: decision trees, classification rules, discriminant functions,
etc. But GP can also evolve the setting for a neural network, an
SVM, a kNN classifier or any other conceivable classification
mechanism. It is because of its flexibility that the same tool (GP)
can be applied for different classification tasks, at a preprocess-
ing stage, for classifier induction and also for postprocessing
purposes, therefore, the researcher or practitioner does not need
to be familiar with many different techniques. Flexibility also
means that a GP-based system can be tailored, adapted and
tuned to every possible need; for example, any fitness function,
designed according to the requirements of a given problem,
can be plugged into the system. In a similar way, a great va-
riety of different genetic operators, evolutionary frameworks,
diversity promotion techniques, and many other evolutionary
mechanisms are at our disposal, therefore, we can choose the
ones that best fit our needs.

Another advantage of GP lies in its ability to perform explicit
and automatic feature selection and extraction. This avoids the
need to perform explicit preprocessing and gives additional ben-
efits, as we will see in short order.

Although GP is comparable in accuracy to any other method,
accuracy is not the only factor that determines the quality of a
classifier. There are some other desirable properties for a classi-
fier, and GP offers important advantages here. Interpretability is
one of the factors that affect classification quality. Some classifi-
cation techniques are considered as black box methods because
they focus on accuracy but provide classifiers that are difficult
for people to understand. Neural networks, statistical methods,
SVMs and kNN are some techniques that have been traditionally
considered as black box methods. White box methods comprise
algorithms that produce interpretable and comprehensible clas-
sifiers, like decision trees and classification rules. As we see,
one of the main factors determining interpretability is the repre-
sentation formalism. Most classification algorithms are limited
to one specific type of representation, like decision tree algo-
rithms, rule induction algorithms, neural network algorithms,
etc. However, GP individuals can be adapted to use any of these
representations. This way, a more interpretable formalism, like
rules, can be chosen when necessary. Usually, interpretability
receives less attention than accuracy, and the number of papers
concerned with this issue is reduced. Only 13 out of the 124
papers reviewed in Section V report interpretability compar-
isons between GP and other techniques, with interpretability
measured in terms of classificator size. In 60 cases, GP provides
the more interpretable classifiers, while in 30 occasions GP is
beaten by some other method. This yields a 66.67% of cases in
which GP is the best performing method.

But GP has some other advantages regarding comprehensi-
bility. One of the factors which determines comprehensibility
is complexity, usually measured in terms of size. GP can be
configured to promote the evolution of simple (more compre-
hensible) classifiers, for example by setting a maximum tree
depth or including a size penalty in the fitness function. An-
other factor related to classification quality is interestingness.
Although this factor is very difficult to measure quantitatively,
GP can clearly contribute to it. The analysis of the classifiers
evolved can provide interesting insights which help researchers
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better understand the problem at hand. The automatic feature
selection performed by GP indicates which attributes are more
relevant in a particular domain, and the features constructed
point out interesting relationships between variables. Some of
the papers reviewed stress this kind of added value produced by
GP as a side effect [23], [63], [90], [93], [99], [102], [106].

Finally, we would like to highlight the potential of one of the
GP variants: grammar-based GP (GBGP) [80], [180]. GBGP
was devised as a solution to circumvent the closure problem. It
is based on the utilization of grammars to specify a language,
which individuals must adhere to. GBGP makes use of genetic
operators that take the grammar into account, in such a way
that every individual generated is always guaranteed to be le-
gal with respect to the grammar. The use of a grammar allows
us to declaratively specify many features of the classifiers to
be evolved. This way, we can control different factors related
to comprehensibility, for example specifying the kind of condi-
tions that can appear in rule antecedents, or how these conditions
can be connected (in disjunctive normal form, for example).
But with a grammar, we can also set up an individual=rule
or individual=rule set representation, and thus, many facets of
evolvable classifiers. We feel that the possibility of using gram-
mars is an advantage of GP because it enhances GPs flexibility
and expressive power.

C. Guidelines for GP-Based Classification

GP is a very flexible and powerful technique that can be em-
ployed in different ways to carry out classification tasks. As we
have seen, different GP variants and representation formalisms
can be applied. In this section, we give some advice aimed at
guiding researchers on the best options to use depending on the
characteristics of the classification problem at issue. However,
we have to point out that these hints are general and empirically
derived rules of thumb; these guidelines must not be considered
rigidly or dogmatically.

With regard to preprocessing, GP is better suited for feature
extraction than feature selection, since the capability of GP to
incorporate into individuals mathematical operations that are
applied to data variables fits very naturally with the task of fea-
ture extraction. However, we have seen that an implicit feature
selection process is performed when GP is applied, and feature
extraction is readily carried out with GP in a straightforward and
natural way, there is no need to incorporate a separate specific
feature construction algorithm. This way, when feature selection
and/or extraction is necessary for the classification problem at
hand, GP could be very well suited.

One of the most important decisions to be taken when consid-
ering the application of GP to classification is the representation
formalism to be employed. On some occasions, interpretability
is the main concern, and an easily interpretable classifier can be
preferred even at the expense of a slightly lower accuracy. This
is usually the case in Medicine, where an explanation for the
reasons behind a particular diagnosis is required. In these cir-
cumstances an interpretable representation must be employed.
Rules are usually considered as the most interpretable repre-
sentation. GP-evolved classification rules have been extensively

applied to medical problems, as we have seen in Table IV (see
Section V-B).

Independently of the representation formalism employed, an-
other way to foster interpretable classifiers consists in including
a penalty factor in the fitness function. Smaller models are easier
to understand.

On other occasions, accuracy is the main goal and inter-
pretability is sacrificed. For example, in financial domains, a
slight increase in accuracy can imply a higher income percent-
age. Discriminant functions can be a more suitable represen-
tation in these circumstances. Discriminant functions are often
employed also in applications related to image classification
and other related pattern recognition issues (see Table V in
Section V-C). The reason is that the representation given by
discriminant functions is very akin to the kind of mathematical
operations ad transformations usually applied to signal process-
ing. However, we must take into consideration that, because of
the nature of discriminant functions, this representation is well
suited to numerical data, but not to categorical data.

Turning our attention to efficiency issues, an ensemble ap-
proach can be useful when learning from large datasets, since
each base classifier can be induced from different disjoint data-
subsets. A parallel implementation of GP can also obviously be
beneficial when dealing with large datasets.

To sum up, why to use GP for evolving a classifier? We
cannot give a precise and absolute answer to this question. The
interested researcher should take into consideration the different
drawbacks and advantages of GP, together with the guidelines
that we have compiled, and ponder whether the GP technique
could be suitable or not for the problem at hand. When the
researcher feels that some of the advantages of GP can provide
a valuable benefit or fits naturally to the particular needs and
characteristics of the problem at issue, then GP should probably
be given a try.

VIII. CONCLUDING REMARKS

This paper presents a survey of GP for classification. We be-
gin by providing a brief analysis of the cardinal points in the
two areas concerned: GP and classification. This provides us
with the background context needed to understand the works
reviewed, and serves as a guideline to categorize and sort rele-
vant literature.

A considerable number of papers have been published on the
application of GP for classification. Most of these papers focus
on the core step of classifier induction, a task that can be ac-
complished by evolution using GP. But the great flexibility of
GP allows it to be applied not only to the construction of clas-
sifiers; some preprocessing and postprocessing tasks aimed at
enhancing the quality of classification have also been addressed
employing GP.

We would like to end up by pointing out some of the research
lines that could merit further attention in the future.

One of the main drawbacks of GP is its high training time,
which worsens when compounded with the need for dealing with
the huge amounts of data often found in classification problems.
It is necessary to delve into the possibilities available to make
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GP training as efficient as possible, like parallel and distributed
GP, for example.

In classification, the quality of induced models is determined
by several features. Literature has been basically focused on
accuracy, while interpretability has attracted only marginal at-
tention. GP can be of great value at this point. Grammars, for
instance, could be readily employed to shape interpretable clas-
sifiers.

In relation with the previous point, a way of taking into con-
sideration several factors affecting classification quality is the
application of multiobjective optimization. A deeper research
on the opportunities of applying MO techniques to classifica-
tion with GP can be beneficial.

The combination of different techniques allows us to make
the most of several methods, leveraging on their strengths and
avoiding their drawbacks. The flexibility of GP makes it possible
to combine it with very diverse methods. But the combination of
GP with some other technique is not the only option; GP can be
employed as a mechanism to combine different algorithms. A
structure indicating how different base classifiers are combined
can be optimized by evolution with GP.

Although classification is one of the most researched tasks in
computer science, some new issues still arise, like the problem
of learning from imbalanced data [181], [182]. Data is said
to be imbalanced when some classes differ significantly from
others with respect to the number of instances available. The
problem appears because learning algorithms tend to overlook
less frequent classes, leading to poor classification rates in the
less frequent classes. It is necessary to explore the opportunities
that GP can offer to deal with imbalanced data.

Classification is a basic task which can serve many different
purposes, like credit scoring, bankruptcy prediction, medical
diagnosis, and so many more. Many of these applications have
been extensively addressed in the existing literature, but new
areas of application are arising, like streaming data or web min-
ing, and the application of GP can be of great value in these new
contexts.
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