A least square support vector machine approach based on bvRNA-GA for modeling photovoltaic systems
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A B S T R A C T

Accurate model plays an important role in designing, assessing, and controlling photovoltaic (PV) systems. In this work, the least-squares support vector machine (LSSVM) is adopted to model the current–voltage (V–I) characteristic curves of different PV systems. A novel RNA genetic algorithm (bvRNA-GA) is proposed to determine the parameters of LSSVM. The bvRNA-GA is featured by designing the bulge loop crossover operator and the virus-induced mutation operator, they are employed to balance the exploration and exploitation capacities. Different experiments with 10 benchmark functions are conducted to show that the search efficiency of bvRNA-GA is better than the other four state-of-art algorithms. The outputs of bvRNA-GA optimized LSSVM models can better agree with the real outputs of different PV systems, the modeling results demonstrate the effectiveness of bvRNA-GA in solving real-world problems.

1. Introduction

The photovoltaic (PV) systems as one of the greatest technologies for humans can directly convert the photons into electrical energy and do not produce harmful substances [1]. However, the PV systems are sensitive to the working temperatures and irradiation which lower the conversion efficiency of PV systems and limit the use of solar energy [2]. In order to better design the structure and enhance the performance, accurate models must be established for PV systems [3]. However, it is a tricky problem to model PV systems because they are featured with complex nonlinear characteristics and are easily influenced by outside conditions [4].

Researchers usually adopt two ways to model complex nonlinear systems, they are the parametric modeling method and the non-parametric modeling method. In recent years, the parametric modeling method has been applied to model the mathematical models for PV systems. The mathematical models use the physical processes and the related variables to represent the characteristics of PV systems, and researchers have applied many different algorithms to extract the unknown parameters in the mathematical models. For example, the parallel swarm algorithm (PSA) and the ant lion optimizer are respectively used in [5] and [6] to estimate the parameters of a simple PV system which is called the single diode model (SDM). Then, the double diode model (DDM) is studied, and some optimization algorithms are applied to detect the parameters for both SDM and DDM [4,7–9]. To detect the performance of this kind of modeling method, more and more researchers take the modeling problems of PV solar modules into consideration [10–13]. These researches demonstrate the better performance of the parametric modeling method. However, there is little research about non-parametric modeling in modeling PV systems.

Non-parametric is a kind of black-box modeling method, it only takes the mapping relationship of the system input–output into account and neglects the internal characteristics of PV systems. Among the existing non-parametric modeling methods, the support vector machine (SVM) attracts wide concern from researchers [14,15]. SVM has highly competitive performance in solving many engineering problems, such as face recognition, data mining, image processing, nonlinear system modeling, and other domains [16]. However, the constrained quadric programming optimization problem in SVM can cause the datasets to be rough and to fluctuate, severely limiting the applications in solving regression problems [17]. The least-squares SVM (LSSVM) was proposed by Suykens and Vandewalle, and it improves the performance of SVM in two ways [18]. Firstly, LSSVM modifies the inequality constraints in the SVM to equality constraints. Second, LSSVM adopts the training error square in the cost function
instead of the slack variables [19]. Therefore, it transforms the original quadratic programming problem into solving a set of linear equations, which thus improves the computation speed and accuracy significantly [20]. Furthermore, there are fewer hyper-parameters to be determined, which means we can acquire better modeling performance by optimizing fewer parameters. LSSVM has been made some attempts in complex non-linear modeling problems.

Rostami et al. [21] applied LSSVM to model a correlative model for CO₂ solubility in both dead and live oil systems. Zenderhboudi [22] developed the LSSVM modeling approach to estimate the parameters of solid desiccant wheels. Bemani et al. [23] used the LSSVM for estimation of the cetane number of biodiesel in terms of fatty acid methyl esters composition. These works show the effectiveness of LSSVM in dealing with engineering problems, therefore, the LSSVM is adopted to model PV systems in this work. But the vital thing is that the performance of LSSVM highly depends on the regularization parameter and the width of the kernel function. An effective method should be investigated to determine the LSSVM parameters.

Recently, intelligent optimization algorithms have been adopted to tune the parameter values for LSSVM. For example, Gao and Liu [24] optimized LSSVM parameters with hybrid fruit fly optimization (FFO) and Particle swarm optimization (PSO) for cancer diagnosis. Tian [25] proposed an improved firefly algorithm to set the LSSVM parameters, which achieves better modeling accuracy in predicting wind speed. Wen and Cao [26] utilized the enhanced butterfly optimization algorithm (BOA) to determine LSSVM parameters for predicting residential CO₂ emissions. Wu et al. [27] used the artificial bee colony (ABC) optimized LSSVM to diagnose the system faults, which obtain good pattern recognition performance. Wu et al. [28] utilized the LSSVM for predicting aero-optic imaging deviation based on the chaotic particle swarm optimization (CPSO). Liu et al. [29] came up with a robust reliability model with the chaos modified PSO (CMPSO) algorithm to estimate the weighted LSSVM parameters.

Genetic algorithm (GA) proposed by professor J. Holland in 1975 imitates the biological evolution process [30]. GA is featured with good random searching ability and extensibility, it has been widely used to determine system parameters and select features [31–36]. Although GA has outstanding advantages, the defects of premature and low precision hinder its applications. To overcome these disadvantages, inspired by DNA computing [37], Tao and Wang proposed the RNA genetic algorithm (RNA-GA) [38]. According to the experimental results in [38], RNA-GA owns superiority over the basic GA both in searching precision and population diversity. After that, variants of RNA-GAs are proposed by researchers [39–44]. Inspired by RNA molecular operations the new operators are designed to enhance the performance of other intelligent algorithms as well [45,46].

In this work, we propose a novel RNA genetic algorithm (bvRNA-GA) that incorporates the newly designed operators: the bulge loop crossover operator and the virus-induced mutation operator. The bvRNA-GA is tested with some benchmark functions and the results are compared against four state-of-art algorithms. Subsequently, bvRNA-GA is used to optimize the LSSVM parameters for modeling different PV systems (include the SDM, the DDM, and three different PV solar modules) under various working conditions. The main contributions of this work are summarized as follows:

- The performance superiority of bvRNA-GA against four kinds of state-of-art algorithms is performed with some benchmark functions.
- We model the PV systems with the bvRNA-GA based LSSVM. This modeling method obtains higher accuracy PV system characteristic curves.

The remainder of the paper is organized as follows: Brief descriptions about the PV systems and the LSSVM are shown in Section 2. In Section 3, we propose the novel RNA genetic algorithm (bvRNA-GA) and the genetic strategies. The numerical experiments on benchmark functions are performed in Section 4. In Section 5, the bvRNA-GA is adopted to optimize the LSSVM for modeling PV systems. Finally, the conclusion is given in Section 6.

2. Photovoltaic system modeling

In this section, a brief mathematical description of different photovoltaic (PV) cell systems and the least-squares support vector machine (LSSVM) modeling approach are given below. In this work, the researched PV systems include the single diode model (SDM), the double diode model (DDM), and the three kinds of photovoltaic (PV) cell solar modules.

2.1. The PV systems

2.1.1. SDM and DDM

SDM and DDM attract widely studied by researchers, their equivalent circuits are shown in Fig. 1 [47,48].

According to Kirchhoff’s current law (KCL) the terminal current $I_{t}$ of the SDM is calculated as follows [47]:

$$I_{t} = I_{ph} - I_{d} \cdot \left( \exp \left( \frac{V_{t} + R_{c} \cdot I_{t}}{a \cdot V_{t}} \right) - 1 \right) - \frac{V_{t} + R_{p} \cdot I_{t}}{R_{sh}}$$

(1)

where $I_{ph}$ is the photovoltaic current, $I_{d}$ is the diode saturation current, the series resistance, the shunt resistance, and the diode ideality factor, respectively. $V_{t}$ is the output voltage. $V_{t} = kT/q$ is the thermal voltage of the diode, where the Boltzmann constant $k = 1.3806503 \times 10^{-23}$ J/K, and the electron charge $q = 1.60217664 \times 10^{-19}$ C, $T$ is the Kelvin temperature (K).

Accordingly, applying the KCL to DDM the terminal current $I_{t}$ is obtained [48]:

$$I_{t} = I_{ph} - I_{d1} \cdot \left( \exp \left( \frac{V_{t} + R_{c} \cdot I_{t}}{a_{1} \cdot V_{t}} \right) - 1 \right) - I_{d2} - \frac{V_{t} + R_{p} \cdot I_{t}}{R_{sh}}$$

(2)

The same as SDM, $I_{d1}$ and $I_{d2}$ are the diffusion and saturation current for each diode of DDM. Where $a_{1}, a_{2}$ are the diode ideality factors of those two diodes.

In this work, we use the LSSVM to model the $I$-$V$ and $P$-$V$ characteristic curves for SDM and DDM under working temperatures 25 °C, 33 °C, 50 °C, 75 °C, 100 °C (with irradiation level 1000 W/m²).

2.1.2. The PV solar modules

In this work, three kinds of PV solar modules include the S75, the SM55, and the ST40 are studied, their manufacturers’ information sheets are respectively shown in [49–51]. Where the S75 module contains 36 series-connected multi-crystalline silicon PV cells. SM55 was established by 36 series mono-crystalline silicon PV cells. ST40 is composed of a monolithic structure of series-connected Copper Indium Diselenide (CIS) based PV cells.

We model the $I$-$V$ curves of S75, SM55, ST40 both working at different temperatures and different irradiance. Specifically, five kinds of working temperatures include 20 °C, 30 °C, 40 °C, 50 °C, 60 °C (with irradiation level 1000 W/m²), and different irradiations 200 W/m², 400 W/m², 600 W/m², 800 W/m², 1000 W/m² (with standard temperature 25 °C) are studied.
2.1.3. Sampling datasets

We sample the datasets of SDM and DDM (includes the training and testing dataset) that can be used for the LSSVM modeling method according to the following steps, for the convenience of understanding, taking SDM working at temperatures 25 °C as an example:

Step 1: Use MATLAB Simulink's tool and the SDM's mathematical models described above to build the simulation model.

Step 2: Input the model parameters of SDM (25 °C, 1000 W/m²) obtained in [3] to the simulation model.

Step 3: Input the voltage (V), where the range of voltage is from −0.2 V to 0.6 V; Sample the output current (I) and the sampling interval is 2.6E−03 V; Finally, the dataset with 300 pairs ((Vs, I))k = 1,...,300) samples are obtained.

The datasets of SDM and DDM under different working conditions can be obtained use step 1 to step 2.

The way to sample the datasets of PV solar modules is different from that of SDM and DDM. The real characteristic curves of ST75, SM55, ST40 under the researched outside conditions are respectively shown in their manufacturers' information sheets [49–51], and we directly extracted their modeling dataset from the manufacturers' information data sheet in [49–51]. For each working condition of these PV solar modules, the dataset with 300 pairs ((Vs, I))k = 1,...,300) samples is obtained by directly measuring the characteristic curves in the manufacturers' information sheets.

2.2. The least-squares support vector machine

Usually, the parameters of the support vector machine (SVM) are determined by the quadratic programming method, while LSSVM achieves such purpose by a set of linear equations. Suppose the training dataset with M samples(|(x1, y1)| = 1,2,..., M) and y ∈ R1×N are respectively the input variable and corresponding output, where N and Oy are dimensions (in this work N = 6, Oy = 1). The LSSVM model structure can be given as the following equation [24]:

\[ \hat{y}(x) = w^T \Phi(x) + b \]  

where \( w \) is the weight vector; \( b \) is the error variable; \( \Phi(\bullet) \) represents the nonlinear mapping function that maps the input samples to a high dimensional feature space. Solving the following constrained optimization problem can be used to obtain the parameters of the linear regression function [24]:

\[ \begin{align*}
\min_{w, b, \xi} & f(w, \xi) = \frac{1}{2} w^T w + \frac{1}{2} \sum_{i=1}^{M} \xi_i^2 \\
\text{s.t.} & y_i = w^T \Phi(x_i) + b + \xi_i 
\end{align*} \]  

where \( f(w, \xi) \) is the lost function; \( \gamma \) is the regulariziation parameter; \( \xi_i \) is the deviation variable. The following Lagrangian function is constructed to solve this optimization problem [24]:

\[ L = \frac{1}{2} \|w\|^2 + \gamma \sum_{i=1}^{M} \xi_i^2 - \sum_{i=1}^{M} \alpha_i [w^T \Phi(x_i) + b + \xi_i - y_i] \]  

where \( L \) denotes the multiplier of Lagrangian. According to the Karush-Kuhn-Tucker (KKT) condition, the following equations are obtained [24]:

\[ \begin{align*}
\partial L/\partial w &= 0 \Rightarrow w = \sum_{i=1}^{M} \alpha_i \Phi(x_i) \\
\partial L/\partial b &= 0 \Rightarrow \sum_{i=1}^{M} \alpha_i = 0 \\
\partial L/\partial \xi_i &= 0 \Rightarrow \alpha_i = \gamma \xi_i \\
\partial L/\partial \alpha_i &= 0 \Rightarrow w^T \Phi(x_i) + b + \xi_i - y_i = 0
\end{align*} \]  

After eliminating \( \omega \) and \( \xi \) by the above equation, the optimization problem can be transformed into a linear equation problem shown as follows [24]:

\[ \begin{bmatrix} 0 & I^T \\ I & \Omega + \frac{1}{\gamma} I \end{bmatrix} \begin{bmatrix} b \\ \alpha \end{bmatrix} = \begin{bmatrix} 0 \\ y \end{bmatrix} \]  

where \( \alpha = [\alpha_1, ..., \alpha_M]^T; \ I = [1, ..., 1]^T; \ \Omega_{k, i} = K(x_k, x_i) \ (k, i = 1, 2, ..., M) \) is the kernel matrix. Therefore, the regression model of LSSVM is described as follows [22]:

\[ y(x) = \sum_{i=1}^{M} \alpha_i K(x, x_i) + b \]  

where \( K(\cdot) \) is the kernel function of LSSVM. In this work, the Radial Basis Function (RBF) is adopted in the LSSVM regression model, which is formulated as follows [24]:

\[ K(x, x_i) = \exp \left( -\frac{\|x - x_i\|^2}{2\sigma^2} \right) \]  

where \( \sigma \) is the width of RBF which determines the sensitivity of LSSVM.

Therefore, the parameters \( \sigma \) and \( \gamma \) of LSSVM need to be determined. In this work, we proposed the bvRNA-GA to adjust these two parameters, and the bvRNA-GA based LSSVM is applied to model different PV systems.

3. The bvRNA-GA

To enhance the performance, the bulge loop crossover operator and the virus-induced mutation operator are designed in this work. Therefore, the novel RNA-GA is named bvRNA-GA, the bvRNA-GA and the operators are described in the following subsections.

3.1. RNA encoding

According to the description of the RNA-GA [38], RNA-GA adopts four integers \{0, 1, 2, 3\} to respectively replace those four kinds of nucleotide bases (adenine(A), uracil(U), guanine(G),

Fig. 1. The circuit diagram of the SDM [47] (the left) and the DDM (the right) [48].
cytosine(C)) to form the potential solutions of a global optimization problem. To the global optimization problem with $D$ dimensional variables, the encoding length of a potential solution is $L = D \times l_i$, where $l_i$ is the encoding length of the single variable. In this work, the complementary bases theory is also introduced to perform a special operation. Complementary bases theory is that complementary bases $A \leftrightarrow U$ and $G \leftrightarrow C$ can be connected by the hydrogen bond in biological, there are many different ring/loop structures in RNA molecules because of their phenomenon. Therefore, the integers $0 \leftrightarrow 3$ and $1 \leftrightarrow 2$ are regarded as complementary integers.

3.2. Procedure of bvRNA-GA

The procedures of bvRNA-GA are as follows, and the flowchart is shown in Fig. 2:

Step 1: Set the parameters ($N$, $L$, $G$, etc.); generate the initial population $P_I$.

Step 2: Calculate the fitness values of $P_I$, and sort $P_I$; Select $N/2$ individuals with better fitness values to make up the population $P_b$; select $N/2$ individuals with worse fitness values to make up the population $P_w$.

Step 3: Copy $P_b$, perform the bulge loop crossover operator which is defined in Section 3.4 to $P_b$ according to probability $p_bl$, and perform the inner loop crossover operator to the copied $P_b$ according to probability $p_cl$; $N$ new individuals are obtained after this step and reserving them to $P_{nb}$.

Step 4: Perform the virus-induced mutation operator to populations $P_{nb}$ and $P_w$; One obtains $3 \times N/2$ new individuals after this step, and they are reserved to the new population $P_{mt}$.

Step 5: Calculate the fitness values of $P_{mt}$, and sort $P_{mt}$; Then select $N$ individuals with better fitness values from $P_{mt}$.

Step 6: Perform the proportional selection operator to the selected $N$ individuals in Step 5.

Step 7: More than $N$ individuals are obtained after Step 6, but only reserve $N$ individuals with better fitness values, and replace the population $P_t$ with the reserved $N$ individuals.

Step 8: If achieves the maximum iteration $G$, output the current best individual (the optimal solution). Else, go to Step 2.

The following subsections are going to describe the proportional selection operator, the bulge loop crossover operator, the inner loop crossover operator, and the virus-induced mutation operator in detail.

3.3. The proportional selection

The proportional selection in Step 6 duplicates the individual in proportion. The duplicating proportion $N_t (N_t = 1, 2, 3, \ldots, N)$ is calculated according to the following equation.

$$N_t = \left[ N \cdot \frac{F_i}{\sum_{j=1}^{N} F_j} \right] \quad \text{(10)}$$

where $F_i = 1/f_i$, and $f_i > 0$ is the fitness value of $i$th individual; $[\ast]$ denotes maximal integer less than $\ast$. The number $N = \sum_{i=1}^{N_t} N_t$ tells the reason why the population size is bigger than $N$ after the proportional selection, and only $N$ individuals with better fitness values are reserved.

3.4. The crossover operators

During the searching processes of GA, the crossover operator is the most important approach for information communication among individuals. The basic GA has the drawbacks of slow convergence and low precision. To enhance the performance, the bulge loop crossover operator and the inner loop crossover operator are designed in this work. The bulge loop crossover operator is inspired by the bulge loop structure of RNA molecule double-strand structure [52] (shown in Fig. 3). The procedures of the bulge loop crossover operator and the inner loop operator are summarized as follows.

3.4.1. The bulge loop crossover operator

For the convenience of understanding, one takes $L = 18$ as an example, and the schematic of the bulge loop crossover operator is shown in Fig. 3. As is shown in Fig. 3(2), from left to right, the nucleotide bases in positions $[1, L/2]$ are defined as high bits, and the nucleotide bases in positions $[L/2 + 1, L]$ are defined as low bits. The procedures of the bulge loop crossover operator can be divided into 2 steps:

Step (a): The formation of the bulge loop structure (BLS), in Fig. 3 from (1) to (4);

Step (b): Performing the crossover operator, in Fig. 3 from (5) to (8).

Firstly, performing the procedures of steps (a):

Step (a.1): Select an individual from $P_b$ ($P_t$ has been defined in Section 3.2); Respectively select two positions from the high bits (loc$_1$) and the low bits (loc$_2$) (shown in Fig. 3(2)), loc$_1$ and loc$_2$ satisfy the following condition:

$$|\text{loc}_2 - \text{loc}_1| \geq 2 \quad \text{(11)}$$

Therefore, there are $(L/2)^2 - 1$ combinations of loc$_1$, loc$_2$ for a single individual. For the convenience of describing, one defines $t_i = 0$.

Step (a.2): If $t_i < (L/2)^2 - 1$ and the nucleotide bases in loc$_1$ and loc$_2$ are the complementary base (defined in Section 3.1), join them together to form the BLS, this complementary base is the root base of the formed BLS (shown in Fig. 3(3)). This individual is marked as the bulge loop strand, then go to Step (a.4). If the bases in loc$_1$, loc$_2$ is not the complementary base, $t_i + 1$ and go to Step (a.3).

Step (a.3): If $t_i \geq (L/2)^2 - 1$, this individual cannot find complementary base and is marked as normal strand, go to Step (a.1); Otherwise, reselect loc$_1$, loc$_2$ (current loc$_1$, loc$_2$ combination has not been selected) and go to Step (a.2).

Step (a.4): Replace the original bulge loop strand without forming the BLS with the corresponding bulge loop strand with BLS, shown in Fig. 3(4). Go to Step (a.1) until all the individuals in $P_b$ are operated.

Secondly, performing the procedures of steps (b):

Step (b.1): Randomly select two individuals (marked as $I_1$ and $I_2$) from $P_b$ (once $I_1$ and $I_2$ are selected, remove them from $P_b$), matching $I_1$, $I_2$ and align at left (shown in Fig. 3(5)).

Step (b.2): If both $I_1$, $I_2$ individuals are bulge loop strands (shown in Fig. 3(5)), and the root base of each bulge loop structure can form the allelic bases, then these two bulge loop structures are dissociated from the root bases and exchange with each other (shown in Fig. 3(6)), after that, switch to Step (b.5); Else switch to Step (b.3).
Step (b.3): If one individual is a bulge loop strand, and the other is a normal strand, the bulge loop will dissociate from the root bases and move to the allelic bases, after that, switch to Step (b.5); Else switch to Step (b.4).

Step (b.4): If both of the individuals are normal strands, they are directly reserved to $P_{nb}$ without any operation, switch to Step (b.1); If $P_b$ is none, stop performing the crossover operator.

Step (b.5): Restore the encoding length of $l_1$ and $l_2$ by moving the redundant bases of the longer one to the right of the shorter one (like Fig. 3(6)); Then two new individuals ($nl_1$ and $nl_2$) are obtained as Fig. 3(7).

Step (b.6): Put $nl_1$, $nl_2$ to $P_{nb}$, and switch to Step (b.1); If $P_b$ is none, stop performing the crossover operator.

3.4.2. The inner loop crossover operator

The procedures of the inner loop crossover operator:

Step 1: Randomly select two individuals from the copied $P_b$ (once they are selected, remove them from the copied $P_b$), matching these two individuals and align at the left.

Step 2: Traverse the allelic bases in the double-strands from high bits to low bits, the first complementary base position is defined as $d_1$. Then, searching from the position $(d_1+1)$ to position $L$ to find the second complementary base position $d_2$.

Step 3: If both positions $d_1$, $d_2$ are found, the inner loop structure is formed, rotate the inner loop structure for 180 degrees, the selected two individuals exchange their allelic bases between the positions $d_1$ and $d_2$, then two new individuals are obtained; Reserving them to $P_{nb}$; Else if, directly reserving these two individuals to $P_{nb}$.

Step 4: If the copied $P_b$ is none, stop performing the crossover operator; Else go to Step 1.

At last, after performing the bulge loop crossover operator and the inner loop crossover operator, there are $N$ individuals in $P_{nb}$.

3.5. The virus-induced mutation operator

The mutation operator is an important way to enhance the population diversity of GA. In this section, the virus-induced mutation operator is designed inspired by the genetic characteristic of virus individuals (the infection ability and the evolution ability) [53]. The infection ability is the capacity of the virus to transmit self-genetic information to the host individual. The evolution ability is the ability to change its self-genetic information with the genetic information of the host individual.

The genetic material in the virus usually contains many invalid genes, we represent these invalid bases with the symbol ‘*’, an example of a virus individual is shown in Fig. 4(a)(1) and (b)(1).
The virus population \( P_v \) is generated in each iteration. \( P_{nb} \) and \( P_w \) are called the host population in this section. It is nothing that, the virus load in \( P_v \) is determined by the total individual numbers of \( P_{nb} \) and \( P_w \).

The procedures of virus-induced mutation operator are described as follows:

**Step 1:** Perform Step (a.1) to Step (a.3) (described in Section 3.4.1) to all the individuals in \( P_{nb} \) and \( P_w \), and later, the individuals are marked as bulge loop strand and normal strand.

**Step 2:** Randomly generate \( \lfloor N_t/10 \rfloor \) virus individuals to form the virus population \( P_v \), where \( N_t = 3N/2 \). The length of virus individuals is \( L_c \) as well. When generating the bases of virus individuals, the base in current position \( L_c \) is the normal base or the invalid base is determined by probability \( p_m \) which is calculated by the following equation.

\[
p_m = 0.02 + 0.08 \cdot \left( \frac{\epsilon \left( \frac{1}{2} - L_c \right)}{1 + \exp(\delta \cdot (g - \frac{L_c}{2}))} + \frac{\epsilon \left( L_c - \frac{L_c}{2} - 1 \right)}{1 + \exp(-\delta \cdot (g - \frac{L_c}{2}))} \right)
\]

where \( \epsilon(\tau) \) is jump function with two values \( \{ \epsilon(\tau) = 1 | \tau \geq 0 \} \) and \( \{ \epsilon(\tau) = 1 | \tau < 0 \} \); \( g \) is the current iteration; \( \delta = 60/G \) which decides the changing rate of \( p_m \).

**Step 3:** Randomly select a virus individual from \( P_v \) to infect the host individual select from the host population (shown in Fig. 4(a)(1) and Fig. 4(b)(1)). If the host individual is a normal strand (like Fig. 4(a)(2)), go to Step 4; If host individual is the bulge loop strand (shown in Fig. 4(b)(2)), go to Step 5.
Step 4: All the allelic bases (only the valid bases of virus individual can form allelic bases with the host individual) in the host individual are replaced by the valid bases of the virus, the infected process is shown in Fig. 4(a)(2), and the new individual is obtained after being infected and is shown in Fig. 4(a)(3), then reserving the new individual to population $P_{mut}$, go to Step 8.

Step 5: There are two kinds of operation cases for bulge loop strand host individuals. Case 1: If the root bases of the bulge loop structure are infected by the valid bases of virus individual (shown in Fig. 4(b)(2)), go to Step 6; Case 2: If the host individual is the bulge loop strand, but the root bases are not infected or not completely infected by the valid bases of the virus, go to Step 7.

Step 6: Firstly, The bulge loop structure dropping, the left base sequence is shown in Fig. 4(b)(3) (other bases in host individual are not influenced by valid bases of virus individual); Secondly, to restore the length of the host individual, a random sequence is generated (shown in Fig. 4(b)(4)); Finally, the new individual is obtained after connecting the left base sequence with the random sequence (shown in Fig. 4(b)(5)), then reserving the new individual to population $P_{mut}$, go to Step 8.

Step 7: All the allelic bases in the host individual are replaced by the valid bases of the virus; The new host individual is obtained by opening the bulge loop structure, reserving the new individual to population $P_{mut}$, go to Step 8.

Step 8: When infecting the host individual, the valid bases and invalid bases of the virus individual is also changed according to probability. In other word, the valid bases may be changed into invalid bases or other different bases, and the invalid bases may be changed into a kind of valid bases; The changing probability for virus bases at the current location $L_c$ is $p_v = 0.5 \cdot p_{mut}$.

Step 9: Put the changed virus individual to $P_{v}$, go to Step 3; If all the host individuals have been operated, stop the mutation operator.

4. Experimental data results and discussions

To assess the performance of the bvRNA-GA, benchmark function tests are carried out in this section. The experimental results of bvRNA-GA are compared with RNA-GA [38], Evolution Strategy with Covariance Matrix Adaptation (CMA-ES) [54], Success-History based Adaptive Differential Evolution incorporates Linear Population Size Reduction (L-SHADE) [55], Coyote Optimization Algorithm (COA) [56] to verify its searching capacity.

4.1. Benchmark functions and parameter setting

10 benchmark functions are used in this work, the detailed of these functions is shown in Table 1, where there are 5 typical benchmark functions (F1–F5) and 5 IEEE Congress on Evolutionary Computation (CEC)’ 2014 benchmark functions (F6–F10) [57]. Among these functions, F1, F3 to F5, F6, F7 are unimodal problems, that is, there is only one global optimal value in the searching boundaries, they can better test the exploration capacity of the optimization algorithms. Especially, F6 and F7 are obtained by rotating typical benchmark functions which increase the searching difficulty. F2, F4, F8–F10 are multimodal functions, they have a global optimal value and a lot of local minimum. To obtain more credible experimental results, all the five algorithms are working in the same hardware and software, and the parameters of the RNA-GA [38], CMA-ES [54], L-SHADE [55], COA [56] are listed in Table 2, they are directly extracted from their original references. 50 times independently running are done on dimensions ($D$) 2, 10, and 30 for all the benchmark functions. The only termination criterion is to achieve the maximum iteration $G = 500 \cdot D$.

The hardware and software environment used in this work is described as follows:

- **Hardware**: Intel Core i5–7th CPU with frequency 2.5 GHz, 8 GB memory.
- **Software**: MATLAB 2017b working on the Windows 10 64-bit Professional operating system.

4.2. Discussion on the impacts of the improvement strategies

In this section, the performance of the crossover operators and the mutation operator is investigated. CRNA-GA is bvRNA-GA without using the virus-induced mutation operator. MRNA-GA is bvRNA-GA without using the bulge-loop crossover operator and...
the inner loop crossover operator. The working conditions and parameter setting of bvRNA-GA, CRNA-GA, MRNA-GA, RNA-GA stay the same with Section 4.1. The mean values (Mean) and standard deviation values (SD) on 10-dimensional benchmark functions are provided in Table 3.

First, according to Table 3, bvRNA-GA wins all the other variations in 7 of the 10 functions, so each component of the proposal (bulge-loop crossover operator, inner loop crossover operator, virus-induced mutation operator) is useful to improve the results. The CRNA-GA wins both MRNA-GA and RNA-GA on F1 to F5, however, MRNA-GA owns superior performance than CRNA-GA and RNA-GA on F6 to F10. From the above results, one can conclude that CRNA-GA with better local searching (exploration) ability, because it has good performance in solving easy problems like F1 to F5. But MRNA-GA achieves better results on much more complex problems like F6 to F10 for its good global searching (exploitation) capacity.

4.3. Discussion and comparison of the numerical results

Based on the parameters set and the conclusion in Sections 4.1 and 4.2, this section compared three evaluation indexes of bvRNA-GA (include the mean (Mean) value, the median (Median) value, and the standard deviation (SD) value) for the 10 benchmark functions with the results of RNA-GA, CMA-ES, L-SHADE, COA. The statistical results on 2-dimensional, 10-dimensional, 30-dimensional are respectively shown in Tables 4–6. The rank results are according to the mean values.

It can be seen from the experimental results in Table 4 that bvRNA-GA obtains the best results in 9 of 10 benchmark functions except for F6. In particular, the results for Mean, Median, SD of bvRNA-GA on F1–F5 are significantly superior to RNA-GA, CMA-ES, COA, L-SHADE. bvRNA-GA and RNA-GA find the best solution for F8, F9, F10, CMA-ES in the same searching performance with bvRNA-GA on F9, and L-SHADE also find the best solution for F10.
Table 4 Comparison of the numerical results by bvRNA-GA, RNA-GA, CMA-ES, COA, and L-SHADE for the 10 benchmark functions on 2-dimensional.

<table>
<thead>
<tr>
<th>Function Index</th>
<th>bvRNA-GA</th>
<th>RNA-GA</th>
<th>CMA-ES</th>
<th>COA</th>
<th>L-SHADE</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 Median</td>
<td>1.2781E–11</td>
<td>1.8811E–03</td>
<td>2.9621E–03</td>
<td>1.7408E–01</td>
<td>6.3857E–03</td>
<td>1/2/3/5/4</td>
</tr>
<tr>
<td>F6 Median</td>
<td>3.5178E+02</td>
<td>3.5668E+02</td>
<td>1.1081E+02</td>
<td>5.3952E+03</td>
<td>1.0540E+02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>SD</td>
<td>3.2225E+02</td>
<td>2.8550E+02</td>
<td>1.0354E+02</td>
<td>4.4796E+03</td>
<td>1.0175E+02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>F7 Median</td>
<td>3.2567E+02</td>
<td>7.7280E+02</td>
<td>1.2170E+03</td>
<td>1.0407E+04</td>
<td>3.5085E+02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>SD</td>
<td>3.1770E+02</td>
<td>5.7058E+02</td>
<td>1.1829E+03</td>
<td>5.7336E+03</td>
<td>3.0523E+02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>F8 Median</td>
<td>5.0019E+02</td>
<td>5.0051E+02</td>
<td>5.2000E+02</td>
<td>5.0953E+02</td>
<td>5.0027E+02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>SD</td>
<td>5.0000E+02</td>
<td>3.3156E+02</td>
<td>3.1913E+02</td>
<td>1.2605E+01</td>
<td>8.2912E–02</td>
<td>1/3/2/5/4</td>
</tr>
<tr>
<td>F10 Median</td>
<td>1.6000E+03</td>
<td>1.6000E+03</td>
<td>1.6000E+03</td>
<td>1.6000E+03</td>
<td>1.6000E+03</td>
<td>1/3/2/5/4</td>
</tr>
</tbody>
</table>

According to Table 5, the search precision of bvRNA-GA in solving 10-dimensional problems is lower than before. But remain good performance than the other 4 algorithms, except losing the competition with L-SHADE on F6 and F7. From Table 6,
Comparison of the numerical results by bvRNA-GA, RNA-GA, CMA-ES, COA and L-SHADE on the 10 benchmark functions when 30-dimensional. Table 6 in Section 4.3 are adopted to compute the p significance of the bvRNA-GA. The experimental results obtained of the intelligent algorithms [58, 59], in this work, Wilcoxon’s 4.4. Analysis about the Wilcoxon’s Rank-Sum test and convergence to the optimum values of these benchmark functions. The results of bvRNA-GA on 2, 10, and 30-dimensional better verify the good searching capacity.

4.4. Analysis about the Wilcoxon’s Rank-Sum test and convergence

Statistical comparison is the crucial way to test the reliability of the intelligent algorithms [58, 59], in this work, Wilcoxon’s Rank-Sum test [60] is performed to verify the superiority and significance of the bvRNA-GA. The experimental results obtained in Section 4.3 are adopted to compute the p-value at a 5% significance level of bvRNA-GA versus RNA-GA, CMA-ES, COA, and L-SHADE, respectively. The p-value results are collected in Table 7. p-value $< 0.05$ (marked with ‘+’) means the bvRNA-GA has the statistically significant performance to the compared algorithms. If p-value $> 0.05$ (marked with ‘−’) denotes bvRNA-GA shows worse performance against the compared algorithms. If p-value $= 0.05$ means bvRNA-GA has similar performance to the compared algorithms.

From Table 7, it can be seen that all p-value of bvRNA-GA vs. RNA-GA and bvRNA-GA vs. COA are $< 0.05$. The p-value of bvRNA-GA vs. CMA-ES are $< 0.05$ except F2 (on 2-dimensional), F2, F6 (on 10-dimensional), F1, F2, F3, F9 (on 30-dimensional). The p-value of bvRNA-GA vs. L-SHADE are $< 0.05$ except F6, F7 (on 2-dimensional), F4, F6, F7 (on 10-dimensional), F1, F4, F5, F6, F7 (on 30-dimensional).

5. The modeling results of PV systems

PV systems are very important modules for converting light energy into electrical energy. However, the conversion efficiency of PV systems is easily influenced by the complex outside environment, such as ambient temperature, solar radiation. Therefore, it is important to research more accurate and efficient modeling solutions for PV systems. In this section, the LSSVM modeling approach is applied to model PV systems, and the bvRNA-GA, RNA-GA, CMA-ES, LSHADE, and COA are utilized to optimize the hyper-parameters of LSSVM. The modeling performance of the bvRNA-GA optimized LSSVM (bvRNA-GA-LSSVM) is compared with RNA-GA optimized LSSVM (RNA-GA-LSSVM), CMA-ES optimized LSSVM (CMA-ES-LSSVM), L-SHADE optimized LSSVM (LSHADE-LSSVM), and COA optimized LSSVM (COA-LSSVM). The parameters of the five algorithms are consistent with those in Table 2, except that the population size is N = 40, and the maximum iteration number G = 50. Furthermore, the modeling methods will independently run 20 times on each PV system.
5.1. The evaluation indicator

Researchers usually apply a certain evaluation indicator to evaluate the performance of the obtained models [61,62]. In this work, we adopt three different evaluation indicators to assess the performance of bvRNA-GA-LSSVM, RNA-GA-LSSVM, CMA-ES-LSSVM, L-SHADE-LSSVM, and COA-LSSVM for modeling PV systems. Three kinds of evaluation indicators include the root mean square error (RMSE), the mean absolute error (MAE), and the R-square ($R^2$) are selected. Where RMSE was chosen as the evaluation criteria during the training process of the LSSVM model to help to optimize hyper-parameters during the training process. MAE and $R^2$ are applied to verify the performance of the obtained LSSVM model, because they can directly show the error deviation and fitting degree between the real output and the model output of LSSVM, respectively. They are respectively calculated according to the following equations:

$$RMSE(I, Y) = \sqrt{\frac{1}{M} \cdot \sum_{i=1}^{M} (I_i - Y_i)}$$

(13)

$$MAE(I, Y) = \frac{1}{M} \cdot \sum_{i=1}^{M} |I_i - Y_i|$$

(14)

$$R^2(I, Y) = \max \left( 0, 1 - \frac{MESE(I, Y)}{Var(I)} \right)$$

(15)

$$MESE(I, Y) = RMSE(I, Y)^2$$

where $I$ is the real output of PV systems; $Y$ represents the LSSVM model output; $M$ is the dataset length; $Var(\cdot)$ is the standard deviation function.

5.2. Implementing the PV system modeling procedures

The modeling framework of bvRNA-GA optimized LSSVM for modeling PV systems is shown in Fig. 6. To facilitate the description of the LSSVM modeling procedure for the PV system, we take bvRNA-GA-LSSVM modeling of SDM (25 °C, 1000 W/m²) as an example. The procedures about how to pre-process the dataset, initialize LSSVM and bvRNA-GA, modeling implementation and model validation are described as follows:

Step 1: Sample dataset. According to the described sampling method in Section 2.1.1, we sample the dataset of SDM (working at 25 °C, 1000 W/m²) with 400 pairs ([Vt, lt])k = 1,….300] samples. Where 300 pairs samples are randomly selected as the training dataset (M = 200), and the rest 100 pairs samples are taken as the testing dataset to verify the effectiveness of the obtained LSSVM model.

Step 2: Initialize the parameters of bvRNA-GA and set the LSSVM model structure, where the topological structure of LSSVM has six inputs and one output. The form of one of the row in the training dataset @ (with size $M \times 6$) before normalization and in output Y (with size $M \times 1$) after anti-normalization are respectively described as follows:

$$\bar{Y} = \begin{bmatrix} Y_1 \newline Y_2 \newline \vdots \newline Y_M \end{bmatrix}$$

$$\Theta = \begin{bmatrix} V(t - 1), V(t - 2), V(t - 3) \newline I(t), I(t - 1), I(t - 2) \end{bmatrix}$$

(16)

where $i = 1, 2, \ldots, M$
Fig. 5. The average evolution curves of bvRNA-GA, RNA-GA, COA and L-SHADE for the 10 benchmark functions on 10-dimensional.

Fig. 6. The framework of bvRNA-GA optimized LSSVM for modeling PV systems.
where \( \hat{I} \) represents the LSSVM model output, \( t \) is the sampling interval.

**Step 3:** Normalize the input training dataset \( \Theta \) according to the following equation:

\[
\hat{\Theta} = \frac{\Theta - \mu}{\delta}
\]

(17)

where \( \hat{\Theta} \) is the normalized training dataset in same size with \( \Theta \), \( \mu \) and \( \delta \) are respectively the mean value vector and standard deviation vector of \( \Theta \), and they all have length 6.

**Step 4:** Implement bvRNA-GA to optimize the hyper-parameters (\( \sigma \) and \( \gamma \)) of the LSSVM, according to the modeling framework in Fig. 6.

**Step 4.1:** Randomly generate \( N \) individuals which form the initial population of bvRNA-GA. Each individual in the population represents the potential solution of hyper-parameters \( \sigma \) and \( \gamma \).

**Step 4.2:** In order to obtain the corresponding RMSE value for each individual, one successively inputs each individual to LSSVM and uses the normalized training dataset \( \langle \hat{\Theta}_{M,S,6} \rangle \) to train LSSVM. After that, one obtains the LSSVM output and easily gets the RMSE value by using Eq. (13).

**Step 4.3:** Implement the optimization procedure of bvRNA-GA to perform the bulge loop crossover operator, the inner loop crossover operator, the virus-induced mutation operator, and the proportional selection orderly in the population.

**Step 4.4:** If achieve the maximum iteration, output the best individual which is the obtained optimal solution of hyper-parameters \( \sigma \) and \( \gamma \); Otherwise, switch to Step 4.1.

**Step 5:** Validation. The model output is acquired after inputting the testing dataset to LSSVM (with the optimal hyper-parameters). Using RMSE, MAE to calculate the error between model output and the real output of SDM, and applying \( R^2 \) to evaluate the fitting performance of the obtained LSSVM model.

One can easily obtain the modeling results for different PV systems by changing the dataset in step 1 to different PV systems’ datasets and performing step 1 to step 5.

The modeling results of RNA-GA-LSSVM, CMA-ES-LSSVM, L-SHADE-LSSVM, COA-LSSVM are acquired through the above modeling procedure except that replace bvRNA-GA with the corresponding optimization algorithm.

Based on the above parameter setting and the described modeling procedures, the modeling results of different modeling methods for the PV systems (SDM, DDM, S75, SM55, S40) are obtained. Therefore, we make a comparison about the performance of bvRNA-GA-LSSVM against the RNA-GA-LSSVM, CMA-ES-LSSVM, L-SHADE-LSSVM, COA-LSSVM in the following sections.

### 5.3. Modeling results of SDM and DDM

The modeling results of SDM and DDM at different working temperatures are collected in Tables 8 and 9, where the Mean is the mean values, SD is the standard deviation values of RMSE, MAE, \( R^2 \), the best results are bolded.

In terms of the RMSE results in Table 8, the results reveal the superiority of bvRNA-GA-LSSVM in modeling SDM with different working temperatures compared with the other four algorithms. Moreover, bvRNA-GA-LSSVM gains the first rank on 33 °C, 50 °C, 75 °C. LSHADE-LSSVM gets the best results on 25 °C, and COA-LSSVM wins bvRNA-GA-LSSVM on 100 °C. According to Table 9, bvRNA-GA-LSSVM achieves higher precision on the RMSE and MAE, which means that bvRNA-GA-LSSVM has more successful modeling performance than the other methods. Although it is concluded that better modeling results are respectively obtained by COA-LSSVM for DDM when the temperature is 75 °C. The \( R^2 \) results in Table 8, Table 9 for both SDM and DDM are close to 1.0 which proves the good fitting performance of the LSSVM obtained by bvRNA-GA.

To directly show the difference between the bvRNA-GA-LSSVM and the real output of SDM, DDM, the best-obtained model outputs are plotted in Figs. 7 to 10. Because the 33 °C is the standard working temperature of SDM and DDM, therefore, we draw the I-V curves and P-V curves in Figs. 7 and 8, separately. The power (W) values are obtained by multiplying the voltage with the current of the bvRNA-GA-LSSVM model output. As can be seen from Figs. 7 and 8, the I-V and P-V characteristic curves obtained by bvRNA-GA-LSSVM display little fluctuation than that of the real output of SDM and DDM. The bvRNA-GA-LSSVM model output almost matches all the points with the real output demonstrates the good mapping capacity of the bvRNA-GA optimized LSSVM. Figs. 9 and 10 further prove the good performance of the proposed modeling method, the bvRNA-GA-LSSVM model output can also better agree with the real output of SDM and DDM for other temperatures (25 °C, 50 °C, 75 °C, 100 °C).
The modeling results comparison of different modeling approaches for DDM at various temperatures.

### Table 8

<table>
<thead>
<tr>
<th>Indicator</th>
<th>bRNA-GA-LSSVM</th>
<th>RNA-GA-LSSVM</th>
<th>CMA-ES-LSSVM</th>
<th>LSHADE-LSSVM</th>
<th>COA-LSSVM</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 °C</td>
<td>Mean</td>
<td>4.26E−04</td>
<td>1.35E−04</td>
<td>1.00E+00</td>
<td>4.26E−04</td>
<td>1.00E+00</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>8.40E−29</td>
<td>3.01E−28</td>
<td>4.61E−32</td>
<td>3.07E−17</td>
<td>3.55E−18</td>
</tr>
<tr>
<td></td>
<td>33 °C</td>
<td>Mean</td>
<td>4.07E−04</td>
<td>1.31E−04</td>
<td>1.00E+00</td>
<td>4.07E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>6.58E−29</td>
<td>5.87E−29</td>
<td>1.40E−32</td>
<td>3.51E−17</td>
<td>7.62E−18</td>
</tr>
<tr>
<td></td>
<td>50 °C</td>
<td>Mean</td>
<td>3.87E−04</td>
<td>1.44E−04</td>
<td>1.00E+00</td>
<td>3.87E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>7.12E−14</td>
<td>2.37E−11</td>
<td>1.47E−17</td>
<td>3.77E−14</td>
<td>2.41E−11</td>
</tr>
<tr>
<td></td>
<td>75 °C</td>
<td>Mean</td>
<td>2.88E−04</td>
<td>1.77E−04</td>
<td>1.00E+00</td>
<td>2.88E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>9.52E−30</td>
<td>2.55E−29</td>
<td>5.84E−33</td>
<td>9.29E−17</td>
<td>2.55E−17</td>
</tr>
<tr>
<td></td>
<td>100 °C</td>
<td>Mean</td>
<td>2.82E−04</td>
<td>2.11E−04</td>
<td>1.00E+00</td>
<td>2.82E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.26E−11</td>
<td>1.22E−10</td>
<td>1.32E−15</td>
<td>8.90E−18</td>
<td>4.69E−15</td>
</tr>
</tbody>
</table>

### Table 9

The modeling results comparison of different modeling approaches for DDM at various temperatures.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>bRNA-GA-LSSVM</th>
<th>RNA-GA-LSSVM</th>
<th>CMA-ES-LSSVM</th>
<th>LSHADE-LSSVM</th>
<th>COA-LSSVM</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 °C</td>
<td>Mean</td>
<td>4.20E−04</td>
<td>1.34E−04</td>
<td>1.00E+00</td>
<td>4.20E−04</td>
<td>1.00E+00</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2.08E−26</td>
<td>3.43E−28</td>
<td>6.60E−30</td>
<td>1.02E−16</td>
<td>1.39E−17</td>
</tr>
<tr>
<td></td>
<td>33 °C</td>
<td>Mean</td>
<td>3.95E−04</td>
<td>1.27E−04</td>
<td>1.00E+00</td>
<td>3.95E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2.30E−26</td>
<td>5.98E−27</td>
<td>4.76E−30</td>
<td>4.13E−17</td>
<td>9.66E−18</td>
</tr>
<tr>
<td></td>
<td>50 °C</td>
<td>Mean</td>
<td>3.69E−04</td>
<td>1.45E−04</td>
<td>1.00E+00</td>
<td>3.69E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>6.40E−25</td>
<td>5.48E−26</td>
<td>1.23E−28</td>
<td>3.19E−17</td>
<td>4.00E−18</td>
</tr>
<tr>
<td></td>
<td>75 °C</td>
<td>Mean</td>
<td>2.78E−04</td>
<td>1.81E−04</td>
<td>1.00E+00</td>
<td>2.78E−04</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.27E−27</td>
<td>3.70E−28</td>
<td>1.68E−31</td>
<td>2.08E−17</td>
<td>2.17E−18</td>
</tr>
<tr>
<td></td>
<td>100 °C</td>
<td>Mean</td>
<td>2.81E−04</td>
<td>2.96E−04</td>
<td>1.00E+00</td>
<td>2.81E−04</td>
</tr>
</tbody>
</table>

Fig. 8. I-V and P-V curves comparison between the real output of DDM and bRNA-GA-LSSVM model output when the temperature is 33 °C.

Fig. 9. I-V curves comparison between the real output of SDM and bRNA-GA-LSSVM model output when the temperature is 25 °C, 50 °C, 75 °C, 100 °C, respectively.
5.4. Modeling results of PV solar modules under different working irradiation

To further test the practicability of the proposed modeling method, bvRNA-GA-LSSVM, RNA-GA-LSSVM, CMA-ES-LSSVM, LS-SHADE-LSSVM, COA-LSSVM are employed to model the characteristic curves for three different PV solar modules (ST40, SM55, S75). In this work, they work under five kinds of irradiations (1000 W/m², 800 W/m², 600 W/m², 400 W/m², 200 W/m²) with temperature is 25 °C are studied. In the same way, all the modeling methods run 20 times for every working condition of each PV solar module, and the Mean, SD values of RMSE, MAE, $R^2$ are shown in Tables 10 to 12. The $I$-$V$ curves of ST40, SM55, S75 are respectively obtained by inputting the test dataset to LSSVM with corresponding optimal hyper-parameters, and the characteristic curves under different working irradiations are shown in Figs. 11–13. In terms of the performance indicators comparison results in Table 10, the RMSE, MAE values of the bvRNA-GA-LSSVM are smaller than the other modeling methods, except that the RNA-GA-LSSVM and COA-LSSVM are respectively achieving the same precision on 200 W/m² and 1000 W/m² for ST40. The obtained characteristic curves of the ST40 by the bvRNA-GA-LSSVM model are plotted in Fig. 11, it is observable that bvRNA-GA-LSSVM produces accurate curves in all irradiation conditions.

Table 11 shows the comparison results for SM55 under different working irradiations. bvRNA-GA-LSSVM ranks first on 1000 W/m², 800 W/m², 600 W/m², 400 W/m², 200 W/m². The SD values for RMSE, MAE, $R^2$ proves the stability of the bvRNA-GA in tuning the hyper-parameters of LSSVM. Otherwise, COA-LSSVM also gets the best performance when irradiation is 800 W/m².
and 600 W/m², respectively. The comparison between real output of SM55 and bRNA-GA-LSVM model output in Fig. 12 further demonstrate the superiority of the proposed modeling approach.

From Table 12, the Mean values for RMSE and MAE of bRNA-GA-LSVM are smaller than the other algorithms, the 2% evaluation indicator is close to 1 also indicate the good fitting capacity on modeling S75. The ranking order of bRNA-GA-LSVM is always the first, while LSHADE-LSVM and COA-LSVM have similar performance to bRNA-GA-LSVM when irradiation is 1000 W/m², 800 W/m², 400 W/m². It is shown in Fig. 13 that the I-V curves output by bRNA-GA optimized LSSVM can better fit the real output of S75 under five different working irradiations.

In conclusion, we can observe that LSSVM tuned by bRNA-GA obtains the best results for modeling PV solar modules at different working irradiations.

5.5. Modeling results of PV solar modules under different working temperatures

In this section, the performance of bRNA-GA-LSVM on modeling ST40, SM55, S75 under five kinds of working temperatures (20 °C, 30 °C, 40 °C, 50 °C, 60 °C) when irradiation level is 1000 W/m² are discussed. The RMSE, MAE, R² values are shown in Table 13. It is shown in Fig. 14 that the I-V curves output by the studied PV solar modules and by bRNA-GA-LSVM are respectively shown in Figs. 14–16.

According to the results in Table 13, the results of bRNA-GA-LSVM remain its superiority on modeling ST40 under different working temperatures. LSHADE-LSVM and COA-LSVM respectively reach the same accuracy with the proposed modeling method for ST40 at 30 °C, 50 °C, 60 °C, however, the SD values are worse than bRNA-GA-LSVM. Fig. 14 shows that the output
of bvRNA-GA-LSSVM agrees well with the real out of ST40 in all studied working temperatures.

The results in Table 14 illustrate that bvRNA-GA-LSSVM wins other modeling algorithms in both accuracy and stability for modeling SM55 under different working temperatures. LSHADE-LSSVM gets the same precision with bvRNA-GA-LSSVM when the temperature is 30 °C, 40 °C. COA-LSSVM obtains the same performance as bvRNA-GA-LSSVM on 40 °C and 60 °C. Fig. 15 indicates that bvRNA-GA-LSSVM model can better reflect the actual characteristic of SM55 under various outside temperature conditions.

From Table 15, the RMSE, MAE values indicate the good modeling accuracy and stability of bvRNA-GA-LSSVM on modeling S75. The I-V curves comparison between the real output and bvRNA-GA-LSSVM model output Fig. 16 also demonstrates the validity of bvRNA-GA-LSSVM modeling method.

According to the description above, bvRNA-GA-LSSVM can provide reliable modeling results ST40, SM55, S75 modules under various working temperatures.

5.6. Convergence and performance analysis

To intuitively show the performance of bvRNA-GA, RNA-GA, L SHADE, COA for optimizing the parameters of LSSVM, the computational time are collected in Tables 16 and 17, and the total average convergence curves (TTACs) are shown in Fig. 17 (in the training process). It worth mentioned here, the working environment (software and hardware) is the same as in Section 4.1. The computation time is adopted to evaluate how long does the optimization process take to run, the time in Tables 16 and 17 are the average time that bvRNA-GA, RNA-GA, CMA-ES, L SHADE, COA spend to get the optimal hyper-parameters for LSSVM (the cost CPU time by step 4.1 to step 4.4 in Section 5.2). Because CMA-ES is not a population-based algorithm, we cannot plot the convergence curves in Fig. 17. Otherwise, the TTAC means that we directly add up the evolution curves in different conditions (temperature or irradiation) of the same PV system. The TTAC can effectively reflect the convergence speed and the modeling accuracy of the modeling methods for each PV system.

From Table 16, CMA-ES-LSSVM and LSHADE-LSSVM are faster than the other three algorithms for modeling SDM and DDM. bvRNA-GA-LSSVM, RNA-GA-LSSVM take extra time to perform decoding operations and special searching operations, therefore, the running time is larger. However, comparing with RNA-GA-LSSVM on modeling SDM, DDM, and COA-LSSVM on modeling DDM, bvRNA-GA-LSSVM costs less time than them. In terms of Table 17, the efficiency of bvRNA-GA is increasing to some degrees, and the consumption of time is closer with CMA-ES-LSSVM and LSHADE-LSSVM.

According to Fig. 17, all the referred modeling approaches can converge to similar accuracy, but bvRNA-GA obtained better parameters for LSSVM at the early stage. We can also conclude that bvRNA-GA-LSSVM can obtain good modeling convergence for every working condition of each PV system because the TTACs of bvRNA-GA-LSSVM converge significantly faster than another modeling method. The results in Fig. 17 also indicate that the bvRNA-GA can obtain better parameters for LSSVM even if one reduces the iteration times.
Table 16
Average computational time (s) over by different algorithms for modeling SDM, DDM at various temperatures.

<table>
<thead>
<tr>
<th>Model</th>
<th>SDM</th>
<th>DDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>25</td>
<td>33</td>
</tr>
<tr>
<td>bvRNA-GA-LSSVM</td>
<td>115.23</td>
<td>113.53</td>
</tr>
<tr>
<td>RNA-GA-LSSVM</td>
<td>166.45</td>
<td>163.50</td>
</tr>
<tr>
<td>CMA-ES-LSSVM</td>
<td>81.54</td>
<td>82.27</td>
</tr>
<tr>
<td>LSHADE-LSSVM</td>
<td>87.26</td>
<td>82.53</td>
</tr>
<tr>
<td>COA-LSSVM</td>
<td>92.35</td>
<td>90.83</td>
</tr>
</tbody>
</table>

Table 17
Average computational time (s) by different algorithms for modeling ST40, SM55, S75 modules at various temperatures and irradiations.

<table>
<thead>
<tr>
<th>Irradiation (W/m²)</th>
<th>Temperature (°C)</th>
<th>1000</th>
<th>800</th>
<th>600</th>
<th>400</th>
<th>200</th>
<th>20</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>bvRNA-GA-LSSVM</td>
<td>ST40</td>
<td>78.92</td>
<td>80.63</td>
<td>75.33</td>
<td>73.52</td>
<td>69.53</td>
<td>82.77</td>
<td>77.24</td>
<td>73.37</td>
<td>73.44</td>
</tr>
<tr>
<td>RNA-GA-LSSVM</td>
<td></td>
<td>112.02</td>
<td>110.34</td>
<td>112.89</td>
<td>107.94</td>
<td>100.33</td>
<td>116.78</td>
<td>117.47</td>
<td>111.30</td>
<td>99.50</td>
</tr>
<tr>
<td>CMA-ES-LSSVM</td>
<td></td>
<td>67.53</td>
<td>55.79</td>
<td>69.84</td>
<td>53.34</td>
<td>60.86</td>
<td>88.34</td>
<td>55.37</td>
<td>56.51</td>
<td>43.91</td>
</tr>
<tr>
<td>LSHADE-LSSVM</td>
<td></td>
<td>56.22</td>
<td>76.97</td>
<td>62.75</td>
<td>44.85</td>
<td>41.40</td>
<td>70.10</td>
<td>60.75</td>
<td>46.12</td>
<td>48.66</td>
</tr>
<tr>
<td>COA-LSSVM</td>
<td></td>
<td>108.51</td>
<td>111.52</td>
<td>77.19</td>
<td>82.32</td>
<td>79.68</td>
<td>99.14</td>
<td>76.16</td>
<td>93.28</td>
<td>62.00</td>
</tr>
<tr>
<td>bvRNA-GA-LSSVM</td>
<td>SM55</td>
<td>80.36</td>
<td>85.53</td>
<td>82.83</td>
<td>81.14</td>
<td>72.85</td>
<td>90.79</td>
<td>82.86</td>
<td>77.76</td>
<td>75.69</td>
</tr>
<tr>
<td>RNA-GA-LSSVM</td>
<td></td>
<td>121.06</td>
<td>118.05</td>
<td>126.20</td>
<td>121.22</td>
<td>113.03</td>
<td>126.98</td>
<td>128.70</td>
<td>113.65</td>
<td>118.29</td>
</tr>
<tr>
<td>CMA-ES-LSSVM</td>
<td></td>
<td>77.30</td>
<td>86.74</td>
<td>81.34</td>
<td>66.46</td>
<td>63.36</td>
<td>63.04</td>
<td>82.91</td>
<td>79.57</td>
<td>75.74</td>
</tr>
<tr>
<td>LSHADE-LSSVM</td>
<td></td>
<td>62.91</td>
<td>84.22</td>
<td>52.89</td>
<td>57.82</td>
<td>69.88</td>
<td>69.08</td>
<td>76.16</td>
<td>53.53</td>
<td>49.85</td>
</tr>
<tr>
<td>COA-LSSVM</td>
<td></td>
<td>137.68</td>
<td>126.35</td>
<td>98.68</td>
<td>82.77</td>
<td>80.82</td>
<td>84.44</td>
<td>95.55</td>
<td>76.27</td>
<td>77.56</td>
</tr>
<tr>
<td>bvRNA-GA-LSSVM</td>
<td>S75</td>
<td>74.08</td>
<td>73.77</td>
<td>72.21</td>
<td>69.94</td>
<td>68.26</td>
<td>97.67</td>
<td>91.02</td>
<td>89.29</td>
<td>86.50</td>
</tr>
<tr>
<td>RNA-GA-LSSVM</td>
<td></td>
<td>100.37</td>
<td>101.88</td>
<td>101.66</td>
<td>96.94</td>
<td>97.43</td>
<td>149.74</td>
<td>137.74</td>
<td>131.58</td>
<td>119.71</td>
</tr>
<tr>
<td>CMA-ES-LSSVM</td>
<td></td>
<td>72.01</td>
<td>64.14</td>
<td>48.77</td>
<td>68.97</td>
<td>50.66</td>
<td>98.12</td>
<td>67.09</td>
<td>59.46</td>
<td>76.75</td>
</tr>
<tr>
<td>LSHADE-LSSVM</td>
<td></td>
<td>58.51</td>
<td>47.28</td>
<td>46.27</td>
<td>50.86</td>
<td>44.82</td>
<td>77.17</td>
<td>60.33</td>
<td>74.52</td>
<td>63.99</td>
</tr>
<tr>
<td>COA-LSSVM</td>
<td></td>
<td>73.99</td>
<td>79.51</td>
<td>87.46</td>
<td>93.33</td>
<td>75.33</td>
<td>102.55</td>
<td>130.24</td>
<td>89.75</td>
<td>130.06</td>
</tr>
</tbody>
</table>

Fig. 15. I-V curves comparison between the real output and bvRNA-GA-LSSVM model output under different temperatures for SM55 module.

The obtained modeling results and the discussion in the above sections demonstrate that the bvRNA-GA can better determine the LSSVM’s parameters. The bvRNA-GA-LSSVM can modeling different PV systems with high accuracy.

6. Conclusion

In this work, LSSVM modeling method is utilized to model the characteristic curves for PV systems. To determine the values of kernel parameter and relative weight for LSSVM, a novel RNA-GA (bvRNA-GA) is proposed. In bvRNA-GA, the bulg loop crossover operator, the inner loop crossover operator, and the virus-induced mutation operator are designed to balance the exploration and exploitation capacities. To verify the searching performance of the bvRNA-GA, four state-of-art algorithms (RNA-GA, CMA-ES, L-SHADE, COA) are used to make the comparison. Different experiments with 10 benchmark functions have been conducted to compare the five mentioned optimization algorithms. According to the results, bvRNA-GA has the advantage in solving low dimensional problems and remains good convergence and global searching capacity when increasing the dimensions of the problems. In the modeling part, the results of bvRNA-GA optimized LSSVM obtain high-quality characteristic models for SDM, DDM, three different kinds of PV solar modules under various working conditions. The modeling results denote the effectiveness of the proposed modeling method in modeling complex non-linear systems. In the future, we will focus on reducing the influence of low searching efficiency caused by RNA encoding. Furthermore, we will attempt to develop multi-object bvRNA-GA to solve more real problems.
Fig. 17. Total average convergence curves of bvRNA-GA-LSSVM, RNA-GA-LSSVM, L-SHADE-LSSVM, COA-LSSVM for different PV systems.
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