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Abstract In the last years, several real-world problems
that require to optimise an increasing number of variables
have appeared. This type of optimisation, called large-scale
global optimisation, is hard due to the huge increase of the
domain search due to the dimensionality. Large-scale global
optimisation is a research area getting more attention in the
last years, thus many algorithms, mainly evolutionary algo-
rithms, have been specially designed to tackle it. In this paper,
we give a brief introduction of several of them and their tech-
niques, remarking techniques based on grouping of variables
and memetic algorithms, because they are two promising
approaches. Also, we have reviewed the winners of the dif-
ferent competitions in the area, to give a snapshot of the
algorithms that have obtained the best results in this area.
Finally, several interesting trends in the research area have
been pointed out, and some future trends and challenges have
been suggested.
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1 Introduction

Continuous optimisation problems appear very frequently
in many important design and control problems in several
areas: engineering, telecommunication, etc. Evolutionary
algorithms, EAs [2], are very efficient algorithms that can
obtain accurate solutions in complex problems without spe-
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cific information about them, something very important in
real-world problems.

In recent years, with improvement in processing capabili-
ties, and the huge increase in data to analyse, new challenges
have appeared; one of them is to tackle optimisation prob-
lems with an increasing number of variables to optimise.
When the number of variables to optimise reaches a high
value, it is called large-scale global optimisation, LSGO
[4,22]. Therefore, LSGO is the optimisation characterised
by a high number of variables to optimise, and it presents the
great drawback that the domain search is increased exponen-
tially with the dimension size. Thus, algorithms that tackle
these problems have to be even more efficient than the ones
designed for problems with a lower dimensionality.

In real-world optimisation problems, and especially when
the number of variable is high, there are several dependencies
among the variables. The contribution of the variables to the
final result could be independent of the other ones, but that
is unusual. In the majority of problems there are groups of
variables (i.e. related to the same real-world components, or
inter-dependencies components) with a strong relationship
between them. The first group is called separable functions
and they are easier but less common in real problems, and
the second one is called non-separable functions and they
are more usual and unfortunately more difficult to solve. In
non-separable functions, if some variables are related with
more than a group of variables, they are called overlapping
functions and they are the most difficult case. In order to be
able to identify efficient EAs for LSGO and capable to opti-
mise effectively non-separable functions, in the last years
some competitions have been held using proposed bench-
marks specially designed for LSGO [20], with interesting
results.

In this paper, we are going to give a quick snapshot of
the algorithms specially designed for LSGO, remarking the
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issues they have in common and what make them different
from the other algorithms. Also, we are going to indicate
what are, in our opinion, the present trends in the area, andwe
are going to suggest several open challenges in this growing
research area.

2 Snapshot of algorithms for LSGO

There is an increasing interest in LSGO, as can be observed
by the special sessions and competitions organised [9,24],
and the several special issues and reviews published [7,10,
13]. Thus, here we are going to give a quick snapshot of the
techniques used and several relevant algorithms. First, we
are going to describe briefly co-evolutionary algorithms, that
are very used in LSGO optimisation. Then, we are going to
describe the algorithm winners of the different LSGO com-
petitions.

2.1 Co-evolutionary algorithms and grouping variables
techniques

Co-evolutionary algorithms [26] are algorithms that have
been usually applied in large-scale optimisation [30]. These
algorithms use a divide-and-conquer approach to decompose
a large-scale problem into a set of lower dimensional prob-
lems which are easier to optimise. The main challenge is to
find an optimal decomposition, because it strongly depends
on the problem.

Co-evolutionary algorithms like multilevel cooperative
evolution for large-scale optimisation, MLCC [31], or DE-
CC-G [30] are algorithms that have obtained good results
on the different large-scale competitions. Following that ten-
dency, there have been proposed co-evolutionary versions
of algorithms like Particle Swarm Optimisation, PSO, [23],
Differential Evolution, DE, [30,32] or Artificial Bee Colony,
ABC [21].

Co-evolutionary algorithm are characterised not only by
the different algorithms used to solve each subproblem, but
also by the decomposition technique used. The more simple
is random grouping technique [30] that divides randomly
the variables in several non-overlapping groups. Random
grouping can increase the probability of several interacting
variables being grouped in the same sub-component, without
any prior knowledge of the non-separability of a problem.
Another more advanced technique is differential grouping
[18], that studies the dependencies among variables com-
paring solutions with small changes in them. Then, it uses
that information for grouping together the variables with
dependencies among them. This technique implies a cost in
evaluations, but it has proven not only give better results
over CC using the previous technique [19], but also it allows
algorithms, like CMAES [5], with bad behaviour in high-

dimensional problems [11], to be applied with very good
results [12].

2.2 Winners of LSGO competitions

Since 2008 several LSGO special sessions and special ses-
sions and competitions have been organised at the IEEE
flagship conference Congress on Evolutionary Computation
(CEC) [9,24].

These competitions onLSGOarevery interesting, because
we can see from the different years, the current tendencies
and which algorithms have obtained the best results. That
feedback is very useful to improve the algorithms.

As a general conclusion, one important group of algo-
rithms that have presented very good results in LSGO are
memetic algorithms, MAs [16,17], that combine several
algorithms with different exploitation factor, using in many
cases a local search, LS, method to increase the efficiently
of the algorithm. In general, MAs are very efficient algo-
rithms, which is an important feature for LSGO problems. In
the CEC’2008 and CEC’2010 competitions, in which more
algorithms participated,MAswere themajority of proposals.
Also, in following competitions, MAs were the algorithms
with best results.

In the following paragraphs, we are going to give a quick
summary of the differentwinners of the different LSGOcom-
petitions.

In CEC’2008 the best algorithm was MTS [25], an MA
which introduced several local searchmethods, LS, specially
designed for large-scale problems. One of them, calledMTS-
LS1, has been used by other winners in following years.
Other algorithms with good results were an EDA [28], one
MA using PSOs [33], and a DE with a dynamic population
size, increasing when a certain area is considered interesting
enough [3].

In CEC’2010 competition, the winner was MA-SW-
Chains [15], a MA combining a genetic algorithm with an
LS chaining; the idea is to apply several times the LS to the
same solution, a promising solution, and it uses a memory of
LS parameters to make it equivalent to apply it once with a
greater LS intensity. Other algorithmswith good results were
a 2-stage ensemble algorithm, that first uses an EA to detect
the more promising region and then uses LS to explore that
one [27], and other MAs, one using PSO with the powerful
harmony search [34], and another one using an ant colony
algorithm [6].

In 2011 there was a competition related to a special
issue journal [13]. All the proposals were improved by
SADEMMTS [35], a self-adaptiveDEusing the LS proposed
originally in MTS, MTS-LS1.

In CEC’2013 the winner wasMOS [7,8] an algorithm that
combines several very different algorithms: a genetic algo-
rithm, several DEs, etc., in combination with MTS-LS1 and
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with an adaptive application criterion that selects in each step
an algorithm using a certain probability; and these probabil-
ities are adapted increasing the probability of the algorithm
that obtains the best results in each case. Other good algo-
rithms were the previously commented DECC-G [30] and
CC-CMA-ES [12].

In CEC’2015 the best algorithm in the competition was
IHDELS [14], that applies iteratively a self-adaptive DE
an LS method, in each step the LS method is chosen
using a adaptive probability (similar to MOS) between two:
the MTS-LS1 and the quasi-Newton L-BFGS. Although
IHDELS could not improve the results obtained by MOS,
IHDELS obtained best results than MOS in many non-
separable and overlapping functions.

In a recent paper, several modern LSGO algorithms are
compared, and the results obtained suggest that MOS could
be still considered the current state-of-the-art in LSGO for
continuous problems [7].

3 Present trends and challenges

In this section, we are going to describe the present trends
and guess about the future trends in this area research. This
section is a personal point of view based on my experience
both as designer of algorithms for scale global optimisation (I
am one of the authors of MA-SW-Chains [15] and IHDELS
[14]) and as a organiser of special issue and special sessions
on LSGO.

First, a promising line of research is the technique of auto-
matic grouping of variables for LSGO. The random grouping
have proven to be rather effective, and different group-
ing techniques clearly improve them. However, in different
grouping techniques, the effort still required for detecting
dependencies among variables usually is too high to be very
useful inmanyproblems. In the future,morework is expected
in this area to reduce the related cost tomake it more useful. It
is a difficult task, but if it could be applied in real-world prob-
lems, when the inter-dependencies are very common, it could
be a great advance. Also, I would like to remark that, while
LSGO problems are useful to improve these techniques, they
can be equally applied for medium-size optimisation prob-
lems.

Considering the experience in the different competitions,
it has been observed that the good behaviour of the algo-
rithms depends a lot on the landscape of the functions. This is
partially an expected behaviour [29], but it is even more pro-
nounced for LSGO optimisation, due to the fact that the huge
domain search requires a very effective search, and the effi-
ciently of each algorithm strongly depends on the landscape
to optimise. Several algorithms, like MOS, are composed by
very different algorithms expecting that, for each function,
the algorithm with the best behaviour could lead the search.

The main drawback of this approach is that the resulting
algorithm is more complex than it could be desired. Because
MOS can be considered the state-of-the-art in LSGO, it is
a open challenge to design an algorithm that improves it,
maintaining at the same time a lower complexity.

In the different competitions the results for different num-
ber of evaluations are measured for each function, to study
the performance. Considering these results, usually the algo-
rithms with final best results were for many functions the
slower in comparisons against others. Thus, another interest-
ing challenge is to obtain algorithms capable of obtaining
competitive results during all the running, avoiding algo-
rithms that achieve good results mainly in the final stages
of the algorithm. This is very important for a real-problem,
because the industry requires algorithms that are efficient
under a wide range of processing time.

If we observe in detail the MAs with best results, MTS,
MOSor IHDELS,we can observe that they use an LSmethod
specially designed for large-scale problems, MTS-LS1 [25],
and it is one of the reasons of their good results. Although
there are several LSmethods for continuous and real-coding,
many of them are not scalable for high-dimensional prob-
lems. One possible alternative is using the grouping variable
technique before the LS method [1] transparently. However,
it could be interesting to have more LS methods designed for
high-dimensional problem, like MTS-LS1, and the design of
more scalable LS methods is a promising challenge.

About competitions, the benchmarks proposed until now
have been focused on comparing algorithms for continuous
LSGO. However, the design of a benchmark with functions
with different degree of separability could also be applied for
combinatorial problems. It could be interesting to consider
benchmarks for combinatorial large-scale optimisation, for
comparing among them algorithms adequate to that type of
problems.

Finally, there is another important issue that has not
been indicated until now in this paper, but that it is always
very important. Optimising a high-dimensional problem usu-
ally takes a lot of time, so, in real applications, algorithms
designed for this type of problems should be designed to be
implemented easily to run in parallel to reduce their process-
ing time. A greater effort in this feature should be in future
proposals, because this could be a crucial feature to decide
whether an algorithm is useful in real applications.

4 Conclusions

Large-scale global optimisation, LSGO, is an interesting
growing research area that tackles optimisation with a high
number of variables. LSGO is a hard problem because the
domain search increases exponentially with the dimension
size, thus it requires algorithms specially efficient for it. In
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the last years, several benchmarks for LSGO have been sug-
gested and many EAs specially designed for LSGO have
been proposed. Because these benchmarks contain functions
with different degree of inter-dependencies among variables,
these functions are also a good way to study techniques and
algorithms able to obtain good results in non-separable and
overlapping functions, usual in real-world problems.

An interesting approach to deal with LSGO is to follow
a conquer-and-divide technique, grouping the variables in
groups and optimising each one individually. Several differ-
ent techniques have been proposed for doing these partitions,
and the co-evolutionary algorithms that follow this approach
obtain good results.Memetic algorithms also yield very good
results, specially those that use an LS method adequate for
large-scale problems.

In the last years, different competitions have been devel-
oped; we have given a brief description of the winners of the
different competitions on the IEEE Congress on Evolution-
ary Competition special sessions. From that quick review, we
have observed that the algorithms that obtain the best results
are hybrid algorithms which use an adequate combination
of algorithms. Considering the results of these competitions
under the proposed benchmarks, MOS could be considered
the current state-of-the-art in LSGO for continuous problem
[7]. However, there is margin to improve it and new algo-
rithms obtaining better results could be presented in the near
future.

Finally, we have indicated the current trends and sug-
gested several interesting challenges: development of effi-
cient decomposition techniques for grouping variables with
inter-dependencies; new LS methods for large-scale prob-
lems; new algorithms that could improve MOS; algorithms
with better features: simplicity, efficient during all runs, and
easier to run in parallel. Also, it is pointed out that it could
be interesting to have similar benchmarks for combinatorial
problems with different degrees of separability among vari-
ables. Thus, it is an active research area with important open
challenges.
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