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Abstract The so-called Evolutionary Fuzzy Systems consists of the application
of evolutionary algorithms in the design process of fuzzy systems. Thanks to this
hybridization, excellent abilities are provided to fuzzy systems in different work
scenarios of data mining, such as standard classification, regression problems and
association rule mining. The main reason of their success is the adaptation of their
inner characteristics to any context. Among different areas of application, Evolution-
ary Fuzzy Systems have recently excelled in the area of Intrusion Detection Systems,
yielding both accurate and interpretable models. To fully understand the nature and
goodness of these type of models, we will introduce a full taxonomy on Evolutionary
Fuzzy Systems. Then, we will overview a number of proposals from this research
area that have been developed to address Intrusion Detection Systems. Finally, we
will present a case study highlighting the good behaviour of Evolutionary Fuzzy
Systems in this particular context.
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1 Introduction

As discussed in Chapter “Swarm and Evolutionary Computation” solutions based
on Computational Intelligence [55] have shown a very high quality when applied
to different problems on engineering, business, medicine and so on. Furthermore,
when these techniques are used in synergy, i.e. combining their different components
into a single robust model, the results are highly enhanced than when applying them
in isolation. This fact has attracted the interest of many researchers on the topic. In
particular, one of the most popular hybridizations is possibly the one between Fuzzy
Rule Based Systems (FRBSs) [83] and Evolutionary Computation [41, 48] leading
to Evolutionary Fuzzy Systems (EFSs) [18, 33].

The reason for the high success of EFS in solving problems, is that the learning
procedure to determine the components of an FRBSs is usually carried out in an
automated way. Therefore, this process is very likely to be addressed as an optimiza-
tion problem, taking advantage of the capabilities of Evolutionary Algorithms (EAs)
[24] as a robust global search technique. In addition to be very reliable techniques
for complex problems, the generic code structure and independent performance fea-
tures of EAs allow them to incorporate a priori knowledge. In the case of FRBSs,
the former can be regarded from different perspectives, namely the definition of the
fuzzy sets, the fuzzy membership function parameters, fuzzy rules, number of rules
and many others. Furthermore, this approach has been extended by using Multi-
Objective Evolutionary Algorithms (MOEAs) [16, 21], which can consider multiple
conflicting objectives. The hybridization between MOEAs and FRBSs is currently
known as Multi-Objective Evolutionary Fuzzy Systems (MOEFSs) [28].

As stated in the introduction of this work, there are many areas of application for
Computational Intelligence and Soft Computing techniques. Among them, intrusion
detectionmust be stressed as a very important task for providing security and integrity
in information systems [85]. Analyzing the information gathered by security audit
mechanisms, IntrusionDetection Systems (IDS) apply several rules that discriminate
between legitimate events or an undesirable use of the system [3, 78].

In this area of research, fuzzy systems have shown to be a very valuable tool [8,
25, 62]. The reason is two-fold: first, the intrusion detection problem involves many
numeric attributes, and models which are directly built on numeric data might cause
high detection errors. Hence, small deviations in an intrusion might not be detected
and small changes in the normal user profilemay cause false alarms. Second, security
itself includes fuzziness, as the boundary between the normal and abnormal behavior
cannot be well defined.

However, in the context of IDS there are several metrics of performance to be
optimized. Among others, we must stress the attack detection rate (ADR), which
stands for the accuracy obtained for the attack classes managed as a whole, and the
false alarm rate (FAR), i.e. the number of false positives. For the aforementioned rea-
sons, the use of MOEFSs is a very well-suited approach to fulfill all the requirements
needed to achieve a robust IDS [33, 60].

http://dx.doi.org/10.1007/978-3-319-91341-4_1
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In this chapter, our first goal is to provide a clear definition of EFS, focusing on
their main properties and presenting a complete taxonomy that comprise the main
types of EFSs proposed in the specialized literature. Then, we focus on presenting
the use of EFSs in IDS, providing a list of the most relevant contributions in this area
of work. Finally, we will show the goodness of this type of approaches presenting
a case study on the topic over a well-known IDS benchmarking problem using EFS
and MOEFS algorithms [25, 26].

For achieving these objectives, the remainder of this chapter is organized as fol-
lows. In Sect. 2, we focus our attention to EFSs, presenting a complete taxonomy
and providing examples of the different types. Section3 is devoted to the application
of EFSs in IDS, introducing the features of this problem, and enumerating those
EFS approaches that have been designed for addressing this task. Next, in Sect. 4,
we show a brief case study to excel the good behaviour of EFSs in this area. Finally,
in Sect. 5, we provide some concluding remarks of this work as well as providing
several challenges for future work on the topic of EFS.

2 Evolutionary Fuzzy Systems: Taxonomy and Analysis

The essential part of FRBSs is a set of IF-THEN fuzzy rules (traditionally linguis-
tic values), whose antecedents and consequents are composed of fuzzy statements,
related to with the dual concepts of fuzzy implication and the compositional rule
of inference. Specifically, an FRBS is composed of a knowledge base (KB), that
includes the information in the form of those IF-THEN fuzzy rules, i.e. the Rule
Base (RB), and the correspondence of the fuzzy values, known as Data Base (DB). It
also comprises of an inference engine module that includes a fuzzification interface,
an inference system, and a defuzzification interface.

EFSs is a family of approaches that are built on top of FRBSs, whose components
are improved by means of an evolutionary learning/optimization process as depicted
in Fig. 1. This process is designed for acting or tuning the elements of a fuzzy system
in order to improve its behavior in a particular context. Traditionally, this was carried
out by means of Genetic Algorithms, leading to the classical term of Genetic Fuzzy
Systems [17, 18, 20, 45]. In this chapter, we consider a generalization of the former
by the use of EAs [24].

The central aspect on the use of EAs for automatic learning of FRBSs is that the
design process can be analyzed as a search problem in the space of models, such as
the space of rule sets, membership functions, and so on. This is carried out by means
of the coding of the model in a chromosome. Therefore, the first step in designing an
EFS is to decide which parts of the fuzzy system are subject to optimization by the
EA coding scheme. Hence, EFS approaches can be mainly divided into two types
of processes: tuning and learning. Additionally, we must make a decision whether
to just improve the accuracy/precision of the FRBS or to achieve a tradeoff between
accuracy and interpretability (and/or other possible objectives) bymeans of aMOEA.
Finally, we must stress that new fuzzy set representations have been designed, which
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Fig. 1 Integration of an EFS on top of an FRBS

implies a new aspect to be evolved in order to take the highest advantage of this
approach.

This high potential of EFSs implies the development of many different types of
approaches. In accordance with the above, and considering the FRBSs’ components
involved in the evolutionary learning process, a taxonomy for EFS was proposed by
Herrera in [45] (please refer to its thematic Website at http://sci2s.ugr.es/gfs/). More
recently, in [33] authors extended the former by distinguishing among the learning
of the FRBSs’ elements, the EA components and tuning, and the management of the
new fuzzy sets representation. This novel EFS taxonomy is depicted in Fig. 2.

In order to describe this taxonomy tree of EFSs, this section is arranged as fol-
lows. First, we present these models according to the FRBS components involved
in the evolutionary learning process (Sect. 2.1). Afterwards, we focus on the multi-
objective optimization (Sect. 2.2). Finally, we provide some brief remarks regarding
the parametrized construction for new fuzzy representations (Sect. 2.3).

2.1 Evolutionary Learning and Tuning of FRBSs’
Components

When addressing a given Data Mining problem, the use of any fuzzy sets approach
is usually considered when certain requirements are pursued. First, when an inter-
pretable system is sought; second, when the uncertainty involved in the data must
be properly managed; finally, even when a dynamic model is under consideration.
Then, we must make the decision on whether a simple FRBS is enough for the

http://sci2s.ugr.es/gfs/
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Fig. 2 Evolutionary fuzzy systems taxonomy

given requirements, or if a more sophisticated solution is needed, thus exchanging
computational time for accuracy.

This can be achieved either by two different ways. On the one hand, by designing
approaches to learn the KB components, including an adaptive inference engine. On
the other hand, by starting from a given FRBS, developing approaches to tune the
aforementioned components. Therefore, wemay distinguish among the evolutionary
KB learning, the evolutionary learning of KB components and inference engine
parameters, and the evolutionary tuning. These approaches are described below,
which can be performed via a standard mono-objective approach or a MOEA.

2.1.1 Evolutionary KB Learning

The following four KB learning possibilities can be considered:

1. Evolutionary rule selection. In order to get rid of irrelevant, redundant, erroneous
and/or conflictive rules in the RB, which perturb the FRBS performance, an
optimized subset of fuzzy rules can be obtained [51].

2. Simultaneous evolutionary learning of KB components. Working in this way,
there is possibility of generating better definitions of these components [49].
However, a larger search space is associated with this case, which makes the
learning process more difficult and slow.

3. Evolutionary rule learning. Most of the approaches proposed to automatically
learn the KB from numerical information have focused on the RB learning, using
a predefined DB [75].
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4. Evolutionary DB learning. A DB generation process allows the shape or the
membership functions to be learnt, as well as other DB components such as
the scaling functions, the granularity of the fuzzy partitions, and so on. Two
possibilities can be used: “a priori evolutionary DB learning” and “embedded
evolutionary DB learning [19].”

2.1.2 Evolutionary Learning of KB Components and Inference Engine
Parameters

This area belongs to a hybrid model between adaptive inference engine and KB
components learning. These type of approaches try to find high cooperation between
the inference engine via parameters adaptation and the learning of KB components,
including both in a simultaneous learning process [59].

2.1.3 Evolutionary Tuning

With the aim of making the FRBS perform better, some approaches try to improve
the preliminary DB definition or the inference engine parameters once the RB has
been derived. The following three tuning possibilities can be considered (see the
sub-tree under “evolutionary tuning”).

1. Evolutionary tuning of KB parameters. A tuning process considering the whole
KB obtained is used a posteriori to adjust the membership function parameters,
i.e. the shapes of the linguistic terms [11].

2. Evolutionary adaptive inference systems. This approach uses parameterized
expressions in the inference system, sometimes called adaptive inference sys-
tems, for getting higher cooperation among the fuzzy rules without losing the
linguistic rule interpretability [6].

3. Evolutionary adaptive defuzzification methods. When the defuzzification func-
tion is applied by means of a weighted average operator, i.e. parameter based
average functions, the use of EAs can allow us to adapt these defuzzification
methods [54].

2.2 Approaches for Optimizing Several Objectives

Traditionally, the efforts in developing EFSs were aimed at improving the accu-
racy/precision of the FRBS in a mono-objective way. However, in current applica-
tions the interest of researchers in obtaining more interpretable linguistic models
has significantly grown [39]. The hitch is that accuracy and interpretability represent
contradictory objectives. A compromise solution is to address this problem using
MOEAs [16] leading to a set of fuzzy models with different tradeoffs between both
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objectives instead of a biased one. These hybrid approaches are known as MOEFSs
[28] that, in addition to the two aforementioned goals, may include any other kind
of objective, such as the complexity of the system, the cost, the computational time,
additional performance metrics, and so on [61].

In this case, the division of these type of techniques is first based on the multi-
objective nature of the problem faced and second on the type of FRBS components
optimized. Regarding the previous fact, those of the second level present a clear
correspondence with the types previously described for EFSs in the previous section.

Here, we will only present a brief description for each category under considera-
tion. For more detailed descriptions or an exhaustive list of contributions see [28] or
its associated Webpage (http://sci2s.ugr.es/moefs-review/).

2.2.1 Accuracy-Interpretability Trade-Offs

The comprehensibility of fuzzy models began to be integrated into the optimization
process in the mid 1990s [50], thanks to the application of MOEAs to fuzzy systems.
Nowadays, researchers agree on the need to consider two groups of interpretability
measures, complexity-based and semantic-based ones.While the first group is related
to the dimensionality of the system (simpler is better) the second one is related to the
comprehensibility of the system (improving the semantics of the FRBS components)
[68]. Some recent applications show the significance of balancing both the ability
to adequately represent the decision making processes with the ability to provide a
domain user with compact and understandable explanation and justification of the
proposed decisions [43].

The differences between both accuracy and interpretability influence the optimiza-
tion process, so researchers usually include particular developments in the proposed
MOEA making it able to handle this particular trade-off. An example can be seen
in [38] where authors specifically force the search to focus on the most accurate
solutions. For a complete survey on interpretability measures for linguistic FRBSs
see [39].

2.2.2 Performance Versus Performance (Control Problems)

In control system design, there are often multiple objectives to be considered, i.e.
time constraints, robustness and stability requirements, comprehensibility, and the
compactness of the obtained controller. This fact has led to the application ofMOEAs
in the design of Fuzzy Logic Controllers.

The design of these systems is defined as the obtaining of a structure for the
controller and the corresponding numerical parameters. In a general sense, they fit
with the tuning and learning presented for EFSs in the previous section. Inmost cases,
the proposal deals with the postprocessing of Fuzzy Logic Controller parameters,
since it is the simplest approach and requires a reduced search space.

http://sci2s.ugr.es/moefs-review/
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2.3 Novel Fuzzy Representations

Classical approaches on FRBSs make use of standard fuzzy sets [84], but in the spe-
cialized literature we found extensions to this approach with aim to better represent
the uncertainty inherent to fuzzy logic. Among them, we stress Type-2 fuzzy sets
[52] and Interval-Valued Fuzzy Sets (IVFSs) [67] as two of the main exponents of
new fuzzy representations.

Type-2 fuzzy sets reduce the amount of uncertainty in a system because this logic
offers better capabilities to handle linguistic uncertainties by modeling vagueness
and unreliability of information. In order to obtain a type-2 membership function,
we start from the type-1 standard definition, and then we blur it to the left and to the
right. In this case, for a specific value, the membership function, takes on different
values, which are not all weighted the same. Therefore, we can assign membership
grades to all of those points.

For IVFS [67], the membership degree of each element to the set is given by a
closed sub-interval of the interval [0, 1]. In such a way, this amplitude will represent
the lack of knowledge of the expert for giving an exact numerical value for the
membership. We must point out that IVFSs are a particular case of type-2 fuzzy sets,
having a zero membership out of the ranges of the interval.

In neither case, there is a general design strategy for finding the optimal fuzzy
models. In accordance with the former, EAs have been used to find the appropriate
parameter values and structure of these fuzzy systems.

In the case of type-2 fuzzymodels, EFSs can be classified into two categories [12]:
(1) the first category assumes that an “optimal” type-1 fuzzy model has already been
designed, and afterwards a type-2 fuzzy model is constructed through some sound
augmentation of the existing model [13]; (2) the second class of design methods is
concernedwith the construction of the type-2 fuzzymodel directly fromexperimental
data [58].

Regarding IVFS, current works initialize type-1 fuzzy sets as those defined homo-
geneously over the input space. Then, the upper and lower bounds of the interval
for each fuzzy set are learned by means of a weak-ignorance function (amplitude
tuning) [69], which may also involve a lateral adjustment for the better contextual-
ization of the fuzzy variables [71]. Finally, in [70] IVFS are built ad-hoc, using an
interval-valued restricted equivalence functions within a new interval-valued fuzzy
reasoning method. The parameters of these equivalence functions per variable are
learned by means of an EA, which is also combined with rule selection in order to
decrease the complexity of the system.
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3 The Use of Evolutionary Fuzzy Systems for Intrusion
Detection Systems

In different application areas where a given model must automatically built with
respect to the available data, the requirements tend to be quite similar. First, the
output model should be interpretable by the final user, i.e. it should easily allow to
explain the phenomena that has been identified. Second, it must have the ability to
adapt properly to different optimization strategies. Finally, it should be able to extract
the hidden knowledge with a good trade-off between recall and precision.

For these reasons, the use of EFSs is so much extended in a wide number of
scenarios. Among them, IDS has gained a major interest due to the rise of on-line
services and communications, and the need of providing security and integrity in
these information systems.

In this section, we will first present a summary of the main concepts for IDS
(Sect. 3.1). Then, we will overview some of the approaches that have been developed
to address this problem with EFS (Sect. 3.2).

3.1 Background on Intrusion Detection Systems

In this data agewe arewitnessing howcomputer systems are creating, processing, and
sharing an overwhelming quantity of information. According to this fact, computer
securitymust be regarded as a critical issue, so that the unauthorized access to this data
from a computer and/or computer network, could imply a significant problem, as it
compromises the integrity, confidentiality and availability of the resources [14]. This
issue is of extreme importance in recent application areas due to the digitalization
and the Internet of Things [85]. Therefore, a wide amount of computer security tools
such as antiviruses, firewalls, data encryption, have been introduced. In addition to
this, there are some complementary tools that monitor the activity of the network in
order to detect and block intrusions.

Anomalous activities are thus identified by IDSs, which comprise the process of
monitoring and analyzing events occurring in a computer system or network in order
to detect anomalous activity [78].

IDS can be split into two categories according to the detection methods they
employ, including (1) misuse detection and (2) anomaly detection. The main dif-
ference between both types of systems is related to whether they use a signature
detection or anomaly detection paradigm. Misuse detection systems take the major-
ity of IDSs, and use an established set of known attack patterns, and then monitor the
net trying to match incoming packets and/or command sequences to the signatures
of known attacks [57]. Hence, decisions are made based on the prior knowledge
acquired from the model. The main advantage of this type of IDS is that they provide
high detection accuracy with few false positives, but with the disadvantage that they
are not able to detect new attacks other than those previously stored in the database.
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On the other hand, anomaly detection IDS have the ability to detect new attacks,
but at the cost of increasing the number of false positives. In an initial phase, the
anomaly based IDS is trained in order to obtain a normal profile of activity in the
system [64]. The learned profiles of normal activity are customized for every system,
making it quite difficult for an attacker to know with certainty what activities it can
carry out without getting detected. Then, incoming traffic is processed in order to
detect variations in comparison with the normal activity, in which case it will be
considered as a suspicious activity. In addition to the higher number of false alarms
raised, another disadvantage of the development a system of these characteristics is
the higher the complexity compared to the case of misuse detection.

3.2 Related Work for Fuzzy Systems in IDS

The ultimate goal of IDS is to achieve a high attack detection rate along with a low
false alarm rate, being this a serious challenge to be overcome. For this reason, both
misuse detection and anomaly detection systemmake use of DataMining techniques
to aid in the processing of large volumes of audit data and the increasing complexity
of intrusion behaviors [65, 86].

In particular, Soft Computing and Computational Intelligence techniques have
become essential pieces for addressing this problem [82]. Among all techniques in
this paradigm, the properties of fuzzy logic for the development of IDSmust be taken
into consideration. As stated in the introduction of this work, the reason is two-fold.
On the one hand, if we focus on the feature space of IDS applications,wemay observe
that it usually comprises many different variables. Therefore, the use of linguistic
variables allows at condensing the information as well as representing uncertain
knowledge associated to IDS. On the other hand, the output space includes several
types of categories, i.e. a large number of attack events. The smoothness associated
with fuzzy logic can provide more confident rules in the areas of overlapping.

For the aforementioned reasons, throughout the years many approaches have been
proposed and analyzed aiming to take advantage of these fuzzy systems. One of the
first techniques was the Fuzzy Intrusion Recognition Engine (FIRE) [22, 23]. This
approach employ the well known C-means algorithm for defining the fuzzy sets and
their membership functions, and then authors determine their own hand-encoded
rules for malicious network activities, which was probably the main limitation of
this work.

Regarding EFS, to the best of our knowledge few works have been published
in the specialized literature that address this area. For example, in [42] a genetic
programming algorithm evolves tree-like structure of chromosomes (rules) whose
antecedents are composed of triangular membership functions. Multiple objective
functions are defined,which are then combined into a single fitness function bymeans
of user-defined weights. The hitch here is that these weights cannot be optimized
dynamically for different cases.
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A deep study of different architectures for EFS have been developed in [1, 2].
In these works, fuzzy rules are expressed in the generic way: antecedent of fuzzy
labels, consequent with class and rule weight. Then, authors analyze the three
main schemes for rule generation with genetic’ algorithms, namely the Genetic
Cooperative-Competitive Learning (GCCL) [44], the Pittsburgh approach [72, 73],
and the Iterative Rule Learning (IRL) [79]. Additionally, in [80] authors extended the
previous work by defining a parallel environment for the execution of the population
of rules.

Another topic of work is the integration of association rules and frequent episodes
with fuzzy logic [37]. In one of the latest publications [74], authors use Apriori as
baseline algorithm and fuzzify the obtained rules following the recommendations
made in [56]. Then, several implementation techniques were used to speed up the
algorithm, i.e. to reduce items involved in rule induction without resulting into any
considerable information loss.

The interest on the use ofEFShavebeen also shown in thefield of fuzzy association
mining [63]. In this latter work, the procedure is divided into two stages: (1) authors
generate a large number of candidate association fuzzy rules for each class; (2)
with aims at reducing the fuzzy rule search space, a boosting GA based on the
IRL approach is applied for each class for rule pre-screening using two evaluation
criteria. However, it only optimizes classification accuracy and omits the necessity
of interpretability optimization.

A recent work on this topic [26], focused on the synergy of a robust fuzzy asso-
ciative classifier (FARC-HD) [5] with the One-vs-One (OVO) class decomposition
technique [40], in which binary subproblems are obtained by confronting all possible
pair of classes. The high potential of this fuzzy rule learning approach was deter-
mined by the goodness in the correct identification for all types of attacks, including
rare attack categories.

Finally,MOEFS have also been analyzed in the context of IDS. In [77] the authors
propose MOGFIDS (short for Multi-Objective Genetic Fuzzy Intrusion Detection
System), which is based on the previous work of the authors related to an agents-
based evolutionary approach for fuzzy rules [81]. This approach is based on the
construction and evolution, in a Pittsburgh style, of an accurate and interpretable
fuzzy knowledge base. Specifically, it is a genetic wrapper that searches for a near-
optimal feature subset from network traffic data.

One of the latest proposals in this field was use of anMOEFS in which the genetic
optimization was focused on carrying out a rule selection and DB tuning [25]. The
aim for this procedure was to be able at both extending the search space and obtaining
a wide amount of accurate solutions. By doing so, the final user may select the most
suitable classification system for the current work context.
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4 Case Study: Addressing Intrusion Detection Systems
with Multi-objective Evolutionary Fuzzy Systems

In this section we aim to show the goodness of MOEFSs to address the problem of
IDS. Specifically, we will present how this type of system is capable of reaching a
high global performance under different metrics of interest for IDS application, as
well as providing a simple and compact knowledgemodel. To do so, wewill carry out
a brief experimental studywith thewell-knownKDDCUP’99 dataset, whose features
are presented in Sect. 4.1. As EFSs, we have selected the FARC-HD classifier [5] and
its extensions to IDS proposed in [25, 26], whose configuration is given in Sect. 4.2.
The metrics of performance considered to analyze the behavior of these models are
presented in Sect. 4.3. Finally, the experimental results are shown in Sect. 4.4.

4.1 Benchmark Data: KDDCUP’99 Problem

Among different benchmark problems for IDS, the KDDCUP’99 dataset is possibly
the most used one, being a standard until today [9, 15, 53]. It was obtained by the
Information System Technology (IST) group of Lincoln laboratories at MIT Uni-
versity under contract of DARPA and in collaboration with ARFL [57]. It consisted
of an environment of a local area network (LAN) that simulates a typical U.S. Air
Force LAN, including several weeks of raw TCP dump data with normal activities
and various types of attacks.

It comprises 41 attributes in total, which are divided three main groups: intrinsic
features (extracted from the headers’ area of the network packets), content features
(extracted from the contents area of the network packets), traffic features (extracted
with information about previous connections).

Class labels are divided into normal and attack activities. This last class can be
further divided into particular types of attack, which are basically grouped into four
major categories, namely:

• Denial of Service (DOS): make some machine resources unavailable or too busy
to answer to legitimate users requests (SYN flooding).

• Probing (PRB): Surveillance for information gathering or known vulnerabilities
about a network or a system (port scanning).

• Remote To Local (R2L): use vulnerability in order to obtain unauthorized access
from a remote machine (password guessing).

• User To Root (U2R): exploit vulnerabilities on a system to gain local super-user
(root) privileges (buffer overflow attack).

In this dataset, the total amount of data places it in the context of Big Data [34],
i.e. affecting the scalability of current approaches. For this reason, usually a small
portion of the whole data is randomly selected for its use with standard classifiers.
Specifically, we will select just a 10% of the instances for our experiments. This



Evolutionary Fuzzy Systems: A Case Study for Intrusion Detection Systems 181

Table 1 Number of examples per class in each dataset partition for KDDCUP’99 problem

Class KDDCUP’99

#Ex. training #Ex. test

Normal 8783 79,049

DOS 5457 49,115

PRB 213 1917

R2L 100 899

U2R 26 26

Total 14,579 131,006

implies a total of 494,021 connections. Then, we have also removed all duplicate
instances, reducing the data to a total of 145,585 examples.

Finally, in order to carry out a validation procedure of the results, we have selected
a hold-out methodology. Specifically, we will employ a 10% of the datasets for
training and the remaining 90% for test. However, in order to take into account
the original distribution of classes, we will include a 50% of instances for U2R
in both training and test. Table1 shows the final distribution of examples for each
partition/class.

4.2 Algorithms and Parameters

As stated in the begging of this section, we have considered several EFS algorithms
that have shown a good behavior for IDS problems. Specifically, all of them are
based on the standard FARC-HD classifier [5]. The first one, is a multi-classifier
extension, named as FARC-HD-OVO [26]. The second one is a MOEFS noted as
FARC-HD-MOEA [25], include a NSGA-II optimization procedure for the tuning
of the KB according to different IDS metrics. Additionally, we will include C4.5
[66] in the experimental study as a state-of-the-art rule induction algorithm. In what
follows, we detail the configuration of the parameters for each approach:

1. FARC-HD [5]: First, we have selected 5 labels per variable for the fuzzy sets,
product t-norm as conjunction operator and additive combination for the infer-
ence procedure. As specific parameters of the learning stage, we have set up the
minimum support to 0.05 and the minimum confidence to 0.8. Finally, we have
fixed the maximum depth of the tree to a value of 3, and the k parameter for the
pre-screening to 2. For more details about these parameters, please refer to [5].
We must stress that this configuration will be shared for all three models based on
FARC-HD, i.e. the standard approach, FARC-HD-OVO, and FARC-HD-MOEA.

2. FARC-HD-OVO [7]: The learning procedurewill be performed using all possible
pairs of classes. In order to aggregate the outputs of each binary classifier into
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a single solution, we will make use of the preference relations solved by Non-
Dominance Criterion (ND) [35].

3. FARC-HD-MOEA: The parameters of the NSGA-II MOEA have been set up as
follows: 50 individuals as population size, with 20,000 generations. The crossover
and themutation (per gen) probabilities are 0.9 and 0.025 respectively. The objec-
tives/metrics selected for the tuning are those that shown the best behavior in [25],
namely MfM and FAR.

4. C4.5 [66]: For C4.5 we have set a confidence level of 0.25, the minimum number
of item-sets per leaf was set to 2 and the application of pruning was used to
obtain the final tree. We must point out that, for the sake of allowing the output
model to be compact and interpretable, we have carried out an extensive pruning.
Specifically, we have limited the maximum depth of the tree to 3. Therefore,
rules obtained from C4.5 will be of the same length than those learned by the
FARC-HD algorithms, establishing a fair comparison between both techniques.

4.3 Performance Metrics for IDS

In the specialized literature for IDS in general, and for misuse detection in particular,
authors have made use of several metrics of performance for the evaluation of their
results in comparison with the state-of-the-art. In this chapter, we have selected
different measures which will allow us to analyze the behaviour of our approach
under several perspectives:

1. Accuracy: It stands for the global percentage of hits. In our case (IDS), its con-
tribution is low as it does not take into account the individual accuracies of each
class, but it has been selected as a classical measure.

Acc =
∑C

i=1 TPi

N
(1)

where C is the number of classes, N is the number of examples and TPi is the
number of True Positives of the i-th class.

2. Mean F-Measure. In the binary case, the standard f-measure computes a trade-off
between precision and recall of both classes. In this case, we compute the average
for the F-measure achieved for each class (taken as positive) and the remaining
ones (taken as a whole as negative):

MFM =
∑C

i=1 FMi

C
(2)

FMi = 2 · Recalli · Precisioni
Recalli + Precisioni

(3)
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Precisioni = TPi

TPi + FPi
(4)

Recalli = TPi

TPi + FNi
(5)

where TPi , FPi and FNi are the number of true positives, false positives and false
negatives of the i-th class respectively. percentage).

3. Average accuracy. It is computed as the average of the individual hits for each
class. For this reason, it is also known as the average recall:

AvgAcc = 1

C

C∑

i=1

Recalli (6)

4. Attack Accuracy. In this case we omit the “Normal” instances and we focus in
checking whether we guess correctly the different “Attack” types individually.

AttAcc = 1

C − 1

C∑

i=2

Recalli (7)

In this case, the first class (i = 1) is considered to be the “Normal” class.
5. Attack Detection Rate. It stands for the accuracy rate for the attack classes. There-

fore, it is computed as:

ADR =
∑C

i=2 TPi
∑C

i=2 TPi + FNi

(8)

Reader must take into account that also in this case, the first class (i = 1) is
considered to be the “Normal” class.

6. False Alarm Rate. In this case, we focus on the “Normal” examples, and we check
which is the percentage of “false negatives” found, i.e. those instances identified
as “alarms” but which are actually normal behavior.

FAR = FP1

TP1 + FP1
(9)

As in the former metric (ADR), the “Normal” class has the first index (i = 1).
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4.4 Experimental Results

All performance values of interest on IDS that were obtained by the different clas-
sifiers in the KDDCUP’99 dataset are shown in Table2. Best values for each metric
is stressed in boldface.

Analyzing these results, we observe that FARC-HD-MOEA achieves a signifi-
cant improvement over the standard FARC-HD method in most of the considered
metrics of performance. Wemust recall that the same configuration is shared by both
approaches. In other words, the initial KB is exactly the same, and it is the optimiza-
tion procedure what truly excels the behavior of the novel approach, implying the
goodness in the design and capabilities of the MOEA optimization procedure versus
the standard Genetic Algorithm when dealing with IDS problems. In particular, we
must stress the differences with respect to the values of the mean f-measure, aver-
age accuracy, and attack accuracy are especially remarkable, improving up to 10–15
points in some cases.

If we contrast the behavior of FARC-HD-MOEA versus the multi-classifier
FARC-HD-OVO, the differences are reduced. The benefit of the FARC-HD-MOEA
must be regarded in terms of the simplicity and interpretability in using a single
classifier, instead of a whole ensemble. As stated, the advantage is two-fold. On the
one hand, the efficiency in the system response during the inference. On the other
hand, the expert is able to analyze the rule(s) associated with each corresponding
decision.

When analyzing FARC-HD-MOEA versus the C4.5 decision tree, an interesting
behavior is observed.Whereas globalmetrics of performance such as accuracy and/or
attack detection rate are usually higher for C4.5, the goodness of FARC-HD-MOEA
lies in the ability of providing a good average recognition. This issue is evident when
observing the value of the mean f-measure and the average accuracy.

Analyzing the results from another perspective, we may determine that a low
number of simple (compact) linguistic rules are enough to cover the whole problem

Table 2 Complete experimental results for the EFS classifiers (FARC-HD-MOEA, FARC-HD and
FARC-HD-OVO), and C4.5 over the reduced KDDCUP’99 dataset for different metrics of perfor-
mance: Accuracy (Acc), Mean F-measure (MFM), Average accuracy (AvgAcc), Attack average
accuracy (AttAcc), Attack detection rate (ADR), and False alarm rate (FAR)

Metric FARC-HD-MOEA FARC-HD FARC-HD-OVO C4.5

Tr Tst Tr Tst Tr Tst Tr Tst

Acc 98.11 97.89 98.42 98.30 99.18 99.00 99.49 99.44

MFM 91.99 86.06 90.69 84.26 97.72 84.12 92.96 80.85

AvgAcc 89.57 89.30 88.31 87.76 96.50 89.32 91.20 86.84

AttAcc 87.06 86.77 85.44 84.77 95.64 86.70 89.04 83.61

ADR 95.84 95.53 96.27 96.17 98.07 97.77 98.96 98.93

FAR 0.3871 0.5528 0.1708 0.2948 0.0797 0.1910 0.1594 0.2277
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Table 3 Comparison of number of rules (#Rules) and average number of antecedents (#Avg. Ant.)
for the algorithms selected in the experimental study

Dataset FARC-HD-MOEA FARC-HD FARC-HD-OVO C4.5

#Rules #Avg.
Ant.

#Rules #Avg.
Ant.

#Rules #Avg.
Ant.

#Rules #Avg.
Ant.

KDDCUP’99 44 2.6590 25 2.3600 84 2.2238 150 2.1385

Fig. 3 Pareto front obtained in the test stage with FARC-HD-MOEA approach. Objectives selected
during the search were the mean F-measure (MFM) and the false alarm rate (FAR)

space accurately. Specifically, in Table3 we may observe the comparison in total
number of rules and average number of antecedents in the case of the EFS algorithms
and C4.5.

Finally, for the sake of complementing this study, we show in Fig. 3 the complete
Pareto front obtained from the optimization procedure in the KDDCUP’99 dataset.
We may observe a wide amount of non-dominated solutions from both the training
and test sets, all of which are homogeneously distributed in the solution space. This
issue reflects the good properties of the search procedure, as it covers a wide amount
of different cases from which the expert can select the most appropriate one for a
desired profile of behaviour.

5 Conclusions and Future Perspectives

In this chapter, we have reviewed the topic of EFSs focusing on the application of
this type of systems for IDS. To have a clear picture on EFS, we have introduced a
complete taxonomy for the current types of associatedmethodologies. Then, we have
focused on the topic of IDS, identifying its main characteristics and providing some
examples of solutions based on EFS that have been successful in this area. Finally,
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we have carried out a short experimental study with the well-known KDDCUP’99
dataset in order to contrast the behavior of three different EFS based on the FARC-
HD algorithm, and the C4.5 decision tree. The obtained results using several metrics
of performance in the scenario of IDS shown the goodness of EFS over C4.5, both
in terms of accuracy and interpretability.

But in spite of the high performance shown by EFS in this context, we must
acknowledge that there is still room for improvement in this paradigm of models,
especially regarding new areas of application. For example, we must be aware of
the novel non-standard and complex classification problems that have gathered a
significant attention in the specialized literature. We are referring to ordinal and
monotonic classification [10], multi-instance [47], and multi-label learning [46]. At
present, just few works using EFS have been proposed [4], implying a clear gap with
respect to standard approaches.

At present, one of the hottest topics for research is related to Data Science and
Big Data problems [31]. An in depth analysis of the current state of this framework
was carried out in both [30, 32], where authors investigate the good properties of
fuzzy systems when devoted to solve such applications. However, focusing on the
case of EFS for Big Data, the evolutionary procedure related to its core implies a
constraint for the development of scalable solutions. Therefore, also few works are
yet developed in this area of research [29, 36].

Finally, the optimization of the inner components of FRBS must be still investi-
gated to develop better models. Some very interesting recent works have focused on
the aggregation operations [27]. In addition to the definition of the fuzzy system, one
should also focus on the elements of the EAs, namely the use of novel techniques [76]
or extension of standard GA components such as niching GAs for multimodal func-
tions, among others. However, must stress that a justification for their choice must
be made from whatever meaningful point of view: efficiency, efficacy/precision,
interpretability, scalability, and so on.
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