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Abstract—In the literature, we find that the consensus models proposed
for group decision making problems are guided by consensus degrees
and/or similarity measures and/or consistency measures [1]. When we
work in heterogeneous group decision making frameworks, we have im-
portance degrees associated with the experts by expressing their different
knowledge levels on the problem. Usually, the importance degrees are
applied in the weighted aggregation operators developed to solve the
decision situations. In this paper, we study another application possibility,
i.e., to use heterogeneity existing among experts to guide the consensus
model. Thus, the main goal of this paper is to present a new consensus
model for heterogeneous group decision making problems guided also
by the heterogeneity criterion. It is also based on consensus degrees
and similarity measures, but it presents a new feedback mechanism that
adjusts the amount of advice required by each expert depending on
his/her own relevance or importance level.

Index Terms—Consensus process, feedback mechanism, group decision
making, heterogeneity.

I. Introduction

Group decision making (GDM) consists of multiple individuals
interacting to reach a decision. Each individual (expert) may have
unique motivations or goals and thus, he/she may approach the
decision process from a different angle, but all experts have a
common interest in reaching eventual agreement on selecting the best
option(s) [2]. To do so, experts have to express their preferences by
means of a set of evaluations over a set of alternatives. Several authors
have provided interesting results on GDM with the help of fuzzy sets
theory [2], [3].

Usually, two processes are necessary to solve GDM problems [1]:
a consensus process and a selection process. The consensus process
is used to reach a final solution with a certain level of agreement
among the experts. It is a dynamic and iterative process, composed
of several rounds where the experts express, discuss, and modify
their preferences. On the other hand, the selection process uses all
individual preferences to obtain a collective solution. Clearly, it is
preferable that the set of experts reach a high degree of consensus
before applying the selection process. To achieve a high consensus
level among the experts, it is useful to provide the whole group of
experts with some advice (feedback information) on how far the
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group is from consensus, what are the most controversial issues
(alternatives), what preferences are in the highest disagreement with
the rest of the group, how their change would influence the consensus
degree, and so on.

Initially, GDM problems were defined in situations where all
the experts’ opinions were considered equally important. Different
consensus models providing recommendations to the experts in order
to increase the consensus level have been proposed in such situations
[4]–[6]. In most cases these consensus models were guided by
consensus degrees and/or similarity measures and/or consistency
measures [1]. However, there are situations where the information
handled by the experts is not equally important, and in such a
heterogeneous decision context, it could be adequate to incorporate
a heterogeneity criterion to guide the consensus model too.

To model such situations, the most usual approach in the literature
consists of the assignation of weights to the experts, which reflect
the relevance of the expert in the group, and the use of weighted
aggregation operators in order to compute a weighted aggregation
of their preferences [7]. However, with respect to modeling of the
consensus process, we could assume that the most relevant experts
are the main leaders of the discussion and therefore, they should be
at the front of the negotiation to persuade the remaining experts in
order to reach an agreement. Then, we could assume that the experts
with highest importance degrees have deeper knowledge about the
problem and they could require in the consensus reaching process
a smaller quantity of recommendations than those with lowest ones.
This would imply that the recommendation mechanism has to be
adapted to provide a larger amount of recommendations to those
experts with lowest importance degrees.

The aim of this paper is to propose a new consensus model
to overcome this issue. To do so, this new consensus model takes
into account the experts’ importance weights not only to aggregate
the experts’ preferences but also when advising experts to change
their preferences. In such a way, we design a consensus model that
is also guided by heterogeneity criteria. As its main novelty, this
consensus model incorporates a new feedback mechanism that adjusts
the amount of advice provided to each expert depending on his/her
own knowledge level about the problem.

The rest of the paper is set out as follows. Some general consider-
ations about GDM and consensual processes are shown in Section II.
The new consensus model is detailed in Section III. A practical
example is illustrated in Section IV. Finally, in Section V, we point
out our remarks and discuss the advantages and drawbacks of the
new consensus model.

II. Preliminaries

In this section we show the main elements and features of GDM
problems and consensus processes.

A. Group Decision Making
One of the reasons why decision making processes have been

widely studied in the literature is the increasing complexity of the
social–economic environment. It is obvious that the comparison of
different actions according to their desirability in decision problems,
in many cases, cannot be done by using a single criterion or a unique
person. Hence, we focus on the decision processes in the framework
of GDM.

In a classical GDM situation, there is a problem to solve, a set of
feasible alternatives, X = {x1, x2, . . . , xn}, (n ≥ 2), and a group of
two or more experts, E = {e1, e2, . . . , em}, (m ≥ 2), characterized by
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their own ideas, attitudes, motivations, and knowledge, who express
their opinions about this set of alternatives to achieve a common
solution.

The usual resolution methods for GDM problems are composed
by two different processes: consensus process and selection process
[1]. Moreover, GDM problems can be defined in three different
heterogeneous frameworks.

1) A first heterogeneous framework appears when we use differ-
ent preference representation formats. Experts may represent
their opinions about alternatives using different preference
representation formats, such as orderings of alternatives or
ranking of alternatives, utility functions (i.e., expressing a
utility evaluation for each alternative), preference relations,
(i.e., expressing a preference degree on each possible pair of
alternatives), and so on [8], [9].

2) A second heterogeneous framework is focused on the ex-
pression domain used by experts to provide or express their
particular preferences on each alternative or pair of alterna-
tives. In some cases, experts may belong to distinct research
areas and, therefore, they may express their preferences using
different expression domains, such as numeric ones, linguistic
ones, multigranular linguistic domains, unbalanced linguistic
domains, expression domains based on interval numbers, hesi-
tant fuzzy sets or intuitionistic fuzzy sets, and so on [5], [10]–
[12].

3) A third heterogeneous framework appears when there are dif-
ferent backgrounds and levels of knowledge about the problem
for each expert. Some classical models tackle this heterogene-
ity by assigning a weight value to each expert that is used
in the aggregation phases to model their different importance
levels or knowledge degrees [7]. The general procedure for the
inclusion of the importance degrees in the aggregation process
involves the transformation of the preference values under
the importance degree to generate new values. Using induced
ordered weighted aggregating operators [13] we can find an
alternative way of implementing these importance degrees in
the resolution process of a GDM problem.

In this paper, we focus on the third heterogeneity framework,
i.e., we assume that each expert, ek ∈ E, has an importance
degree assigned. The importance is interpreted as a fuzzy subset,
I, with a membership function, μI : E → [0, 1], in such a
way that μI (ek) ∈ [0, 1] denotes the importance degree of the
opinion provided by the expert ek [13]. Additionally, we assume
that the experts provide their preferences using fuzzy preference
relations because of their effectiveness as a tool for modeling
decision processes and their utility and easiness of use when we
want to aggregate experts’ preferences into group ones. More-
over, pairwise preference relations provide users with more flex-
ibility to express their real preferences than other representation
formats.

Definition 1: A fuzzy preference relation P on a set of alternatives
X is a fuzzy set on the product set X × X, i.e., it is characterized by
a membership function μP : X × X −→ [0, 1].

B. Consensus Process
A consensus reaching process in a GDM problem is an it-

erative process composed by several discussion rounds in which
experts are expected to modify their preferences according to the
advice given by a moderator. The moderator plays a key role in
this process. Normally, the moderator is a person who does not
participate in the discussion but knows the preferences of each
expert and the level of agreement during the consensus process.
He/she is in charge of supervising and driving the consensus process
toward success, i.e., to achieve the maximum possible agreement
and reduce the number of experts outside of the consensus in each
round.

Fig. 1. Consensus reaching process with non-homogeneous experts.

The main tasks carried out by the moderator are:
1) computing the consensus measures, 2) checking the level
of agreement, and 3) generating some advice for those experts that
should change their minds.

In order to evaluate the agreement achieved among the experts, it
is required to compute coincidence existing among them. According
to [1], usual consensus models could use two kind of measures to
guide the consensus processes: consensus measures to identify the
preference values where the agreement is not sufficient and similarity
measures to identify the experts who should change their preferences
in the following rounds. In such a way, we could be able to automatize
the moderator’s activity [10].

III. Consensus Model for Heterogeneous GDM

Different consensus models substituting the moderator’s actions
have been proposed with the aim of generating recommendations to
the experts to increase the consensus level achieved among all the
experts. Usually, these consensus models use consensus measures
and/or consistency measures to guide the feedback mechanism that
substitutes the moderator. However, these consensus models do not
take into account the different levels of knowledge of the experts
that participate in the GDM problem and they consider all the
experts’ opinions equally important. However, it is obvious that the
heterogeneity of the experts should be taken into account in the
consensus process to reach a desired global consensus degree in a
more appropriate and realistic way. To deal with this issue, a feedback
mechanism should be incorporated to the consensus model to give
advice to the experts in function of their respective importance de-
grees. If the agreement among the experts is low, it seems reasonable
to send more advice information to those experts with less importance
or knowledge level. As the level of knowledge of the expert increases,
less recommendations should be sent to him/her. In other words,
the necessary amount of advice required by each expert depends
on his/her own knowledge about the problem. Thus, a consensus
model that implements this idea will improve GDM processes. In
the following, we propose a consensus model incorporating a new
feedback mechanism that replaces and automates the moderator’s
tasks by computing and sending customized recommendations to the
experts according to their own importance degrees.

The new consensus model is composed of two different stages
(see Fig. 1). In the following subsections, both stages are described
in detail.

A. Computing Consensus Measures and Consensus Control
Process

As previously mentioned in Section II-A, we assume that the
experts provide their preferences about the alternatives using fuzzy
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preference relations. Once the preferences have been given by the
experts, we can compute the level of agreement achieved in the
current consensus round. Consensus degrees are used to measure the
current level of consensus in the decision process and they are given
at three different levels of a preference relation: pairs of alternatives,
alternatives, and relations.

1) For each pair of experts (ek, el) (k = 1, . . . , m − 1, l = k +
1, . . . , m) a Similarity matrix, SMkl = (smkl

ij ), is defined

smkl
ij = 1 − |pk

ij − pl
ij|.

2) A consensus matrix, CM = (cmij), is calculated by aggregating
all the Similarity matrices using the arithmetic mean as the ag-
gregation function, φ, although different aggregation operators
could be used depending on the nature of the GDM problem
to solve

cmij = φ(smkl
ij , k = 1, . . . , m − 1, l = k + 1, . . . , m).

3) Once the consensus matrix is computed, the consensus degrees
are obtained at three different levels.

a) Consensus degree on pairs of alternatives

cpij = cmij

.
b) Consensus degree on alternatives

cai =

∑n

j=1;j �=i(cpij + cpji)

2(n − 1)
.

c) Consensus degree on the relation

cr =

∑n

i=1 cai

n
.

Once the consensus measure, cr, is obtained, it is compared
with the minimum required consensus level, cl ∈ [0, 1], which will
depend on the particular problem we are dealing with. When cr ≥ cl,
the consensus model finishes and the selection process is applied
to obtain the solution. Otherwise, the feedback mechanism should
be activated and a new consensus round is applied. Additionally,
the consensus model should avoid situations in which the global
consensus measure may not converge to the minimum required
consensus level. To do that, a maximum number of rounds,
MaxRounds, should be fixed [10].

B. Feedback Mechanism
We present a new feedback mechanism to guide the change of

the controversial experts’ opinions with the aim of modeling those
GDM situations in which the experts’ knowledge level is quite
different among them. To do so, we use the heterogeneity of the
experts in a new way as the experts’ importance is not only used
in the computation of the global preference but also to generate
recommendations to the experts according to their importance or level
of knowledge.

This new feedback mechanism is based on the supposition that
those experts with lower knowledge level on the problem will need
more advice than others with higher importance.

We propose to compute a customized amount of advice that varies
in accordance with the experts’ weight values. To do so, the experts
are classified according to their importance degrees, μI (ek), into one
of the three following groups: 1) high-importance experts, Ehigh, 2)
medium-importance experts, Emed , and 3) low-importance experts,
Elow. This classification is done by means of a fuzzy matching
mechanism whose parameters depend on the problem dealt with. In
such a way, each group of experts is a fuzzy set characterized by a
membership function and we establish two parameters λ1 and λ2 as
membership thresholds. Then, using the importance degree of each
an expert, we can classify an expert in a particular group of experts.

We also define three different advising strategies to identify the
preferences that each expert should modify to increase the consensus
level in the next consensus round: 1) advising high-importance
experts, 2) advising medium-importance experts, and 3) advising low-
importance experts. For each group of experts we have a different
search policy to identify the preferences with low agreement degree
(controversial preferences).

To determine the degree of agreement between each individual
and the group, similarity measures are used. To compute them
for each expert, we need to obtain the collective fuzzy preference
relation, Pc, which summarizes the preferences given by all the
experts. The collective preference, Pc = (pc

ij), is computed by
means of the aggregation of all individual preference relations,{
P1, P2, . . . , Pm

}
: pc

ij = �(p1
ij, p

2
ij, . . . , pm

ij ), with, �, an
appropriate aggregation operator. The general procedure for the
inclusion of importance weight values in the aggregation process
involves the transformation of the preference values, pk

ij , under the
importance degree, μI (ek), to generate a new value, p̄k

ij , and then to
aggregate these new values using an aggregation operator.

Once the collective preference matrix has been obtained, the
similarity measures in each level of a fuzzy preference relation are
computed.

a) Similarity measure on pairs of alternatives

ppk
ij = 1 − |pk

ij − pc
ij|.

b) Similarity measure on alternatives

pak
i =

∑n

j=1,j �=i (ppk
ij + ppk

ji)

2(n − 1)
.

c) Similarity measure on the relation

prk =

∑n

i=1 pak
i

n
.

Once the similarity measures have been computed, the feedback
mechanism may use them to generate personalized advice to the
experts. This activity is carried out in two phases: 1) search for
preferences, and 2) generation of advice.

1) Search for Preferences: As we consider three group of
experts depending on their importance, we propose three different
identification strategies to find the controversial preferences, respec-
tively.

a) Identify Low-Importance Experts’ Controversial Preferences:
Taking into account just the experts’ subset, Elow, the feedback
mechanism has to advise experts with low knowledge or
confidence level. Thus, the consensus level should be improved
by suggesting important changes in the experts’ preferences.
To do it, the procedure tries, for all the experts in this subset,
to suggest modifications of the preference values on all the
pairs of alternatives where the agreement is not high enough.
In order to find the set of preferences to be changed by each
expert, ek ∈ Elow, this strategy acts as follows:

i) The pairs of alternatives, P , with a consensus degree
smaller than a threshold, α1, are identified

P = {(i, j) | cpij < α1}
Where α1 =

∑n

i=1 (
∑n

j=1,j �=i cpij)/(n2 − n).
ii) Finally, the set of controversial preferences, PCHk

low, to
be changed by each expert, ek ∈ Elow, is

PCHk
low = P.

b) Identify Medium-Importance Experts’ Controversial Prefer-
ences: In this case, where we consider just the experts’ subset,
Emed , it seems reasonable to reduce the number of changes and
to modify the point of view for the analysis of the agreement.
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While in the previous strategy we focused on all the pairs of
alternatives in disagreement, now, the agreement is analyzed
from the point of view of the alternatives. Thus, the system
will only consider the preference values in disagreement of
those alternatives where agreement is not high enough. Another
important difference is the number of experts involved in
the change of preferences. While in the previous strategy
all experts were required to modify the identified preference
values, in this case, the system just propose changes to those
experts with a similarity value at level of alternatives, for those
identified alternatives in disagreement, smaller than a similarity
threshold β1. Where β1 =

∑m

k=1 pak
i /m. This strategy finds out

the set of preferences to be changed by each expert, ek ∈ Emed ,
as follows:

i) Initially, alternatives to be changed, XCH , are identified.
A new dynamic threshold at level of alternatives α2 is
suggested, in this case, as the average of the consensus
degrees at level of alternatives, that is, α2 =

∑n

i cai/n.
Then

XCH = {i | cai < α2}.
ii) Now, pairs of alternatives to be changed, P , are identified

as

P = {(i, j) | i ∈ XCH ∧ cpij < α1}.
iii) Finally, the set of preference values, PCHk

med , that are
required to be modified is

PCHk
med = {(i, j) ∈ P | pak

i < β1}.
c) Identify High-Importance Experts’ Controversial Preferences:

In this situation, we are only dealing with the experts’ subset,
Ehigh, whose knowledge level is so high that expert preferences
do not need to be strongly modified to get a well considered
preference. Therefore, the agreement should be improved by
suggesting fewer changes than in the previous two cases. We
only need to change the mind of those experts who have
similarity values, on the pairs of alternatives that are hindering
the agreement, smaller than an specific similarity threshold at
level of pairs of alternatives. To do so, we propose a new
dynamic threshold β2 =

∑m

k=1 ppk
ij/m.

a) Initially, alternatives to be changed, XCH , are identified

XCH = {i | cai < α2}.
b) Now, pairs of alternatives to be changed, P , are identified

as

P = {(i, j) | i ∈ XCH ∧ cpij < α1}.
c) Finally, the set of preference values, PCHk

high, that are
required to be modified will be

PCHk
high = {(i, j) ∈ P | pak

i < β1 ∧ ppk
ij < β2}.

In short, the higher the knowledge level of an expert, the lower
the number of changes that he/she is suggested, and the lower the
knowledge level of an expert, the higher the number of changes that
he/she is suggested.

2) Generation of Advice: Once the feedback mechanism has
isolated the preferences to be changed by the experts depending
on the importance degree of each one, the model shows the right
direction of the changes to achieve the agreement. In this paper, we
use a mechanism based on a set of direction rules to suggest the
changes. For each preference value identified as controversial, the
model will suggest increasing the current assessment if pk

ij < pc
ij or

decreasing it if pk
ij > pc

ij .
It is worth noting that the changes suggested are just recommen-

dations presented to show to the experts the most appropriate way

to narrow their positions. Then, each expert must decide, on his/her
own, if and how to take the received advice into account.

Finally, we should point out that sometimes, when the whole
ranking of alternatives is not important and experts just need to
select the most valued alternatives, the consensus process could be
optimized. To do so, some of the stages to reach agreement on the
pairs of the remaining alternatives could be avoided.

IV. Example of Application

Suppose that university managers want to invest some money in
improving some services of its academic library. These services are
x1 = increase library space, x2 = hiring librarians, x3 = improve web
site, x4 = increase number of online resources. In this way, the best
position of the service in the ranking, the more money the service will
receive. To do so, it is necessary to inquire some individuals (library
staff or users) about their opinions {e1 = LibraryManager, e2 =
Librarian, e3 = User1, e4 = User2}. This group is formed by
individuals with different levels of knowledge about the services of
the library. Due to this fact, we could assign them the following
weight values:

μI (e1) = 0.35, μI (e2) = 0.25, μI (e3) = 0.20, μI (e4) = 0.20.

Initially, they provide the following fuzzy preference relations

P1 =

⎛
⎝

− 0. 9 0. 9 0. 9
0. 1 − 0. 7 0. 8
0. 2 0. 3 − 0. 5
0. 2 0. 2 0. 5 −

⎞
⎠ P2 =

⎛
⎝

− 0. 1 0. 3 0. 3
0. 9 − 0. 8 0. 9
0. 7 0. 2 − 0. 5
0. 8 0. 1 0. 5 −

⎞
⎠

P3 =

⎛
⎝

− 0. 5 0. 3 0. 3
0. 5 − 0. 2 0. 2
0. 8 0. 8 − 0. 5
0. 7 0. 7 0. 5 −

⎞
⎠ P4 =

⎛
⎜⎝

− 0. 5 0. 3 0. 3
0. 5 − 0. 2 0. 2
0. 8 0. 8 − 0. 5
0. 7 0. 7 0. 5 −
.

⎞
⎟⎠ .

The suitable parameters applied in this example are: cl = 0.78,
MaxRounds = 10, λ1 = 0.25, λ2 = 0.35.

A. First Round
1) Computing Consensus Measures and Controlling the

Consensus Process:
a) Computing consensus degrees: cr = 0. 68.
b) Controlling the consensus process: As cr < cl, and 1 <

MaxRounds, the feedback mechanism is activated.
2) Feedback Mechanism:
1) Computing similarity measures

pr1 = 0. 74, pr2 = 0. 77, pr3 = 0. 77, pr4 = 0. 82.

2) Search for preferences: In order to compute customized recom-
mendations, the experts are included by their own importance
degree into three different subsets: Elow = {e3, e4}, Emed =
{e2}, Ehigh = {e1}.

a) Identify low-importance experts’ controversial prefer-
ences.
i) Identification of pairs of alternatives with low

consensus degree P = {(1, 2), (1, 3), (2, 1),
(2, 3), (2, 4), (3, 1), (3, 2), (4, 2)}.

ii) Set of preferences to be changed by each expert ek

in Elow: PCHk
low = P.

b) Identify medium-importance experts’ controversial pref-
erences.
i) Identification of the alternatives: XCH = {1, 2}.

ii) Identification of the preference values in dis-
agreement at the previous alternatives P =
{(1, 2), (1, 3), (2, 1), (2, 3), (2, 4)}.

iii) Set of preferences to be changed by each expert ek

in Emed PCH2
med = P.

c) Identify high-importance experts’ controversial prefer-
ences.
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i) Identification of the alternatives: XCH = {1, 2}.
ii) Identification of the preference values in dis-

agreement at the previous alternatives P =
{(1, 2), (1, 3), (2, 1), (2, 3), (2, 4)}.

iii) Set of preferences to be changed by each expert ek

in Ehigh PCH1
high = {(1, 2), (1, 3)}.

3) Generation of advice: According to the direction rules, the
experts are required to modify their preferences receiving the
following recommendations:

R1 =

⎛
⎝

- - =
= = =
= = =
= = =

⎞
⎠ R2 =

⎛
⎝

+ + =
- - -
= = =
= = =

⎞
⎠

R3 =

⎛
⎝

+ + =
- + +
- - =
= - =

⎞
⎠ R4 =

⎛
⎝

+ + =
- + +
- - =
= - =

⎞
⎠

where Rk
ij = +/−, express the recommendation to the expert

ek to increase/decrease his/her preference pk
ij .

After some consensus rounds, experts reached consensus
enough following the virtual moderator recommendations. Fi-
nally, the consensual ranking of alternatives obtained in the
selection process was x1 � x2 � x3 � x4.

V. Conclusion

In this paper, we proposed a novel consensus approach that
has been specially designed to model GDM frameworks with
heterogeneous experts. Assuming experts with different levels of
importance and fuzzy preference relations to express their opinions,
we presented a consensus model incorporating a new feedback
mechanism that computes different amount of advice according
to the experts’ importance level. To do so, different identification
strategies to find out the controversial preferences furthest from
the collective ones have been defined. Consequently, the most
considerable experts’ opinions never will be strongly modified
during the consensus reaching process. Therefore, the computed
advice is more suitable, pertinent, and customized.

In the following, regarding the previous published approaches,
we analyze and discuss the main advantages and drawbacks of our
proposal.

We should point out the following advantages.
1) With this proposal, we overcome the problem of the moderator

[1], giving the way to use an automatic system to compute and
send customized advice to the experts if there is not enough
consensus.

2) This new model lets the importance be a new feature of the
whole decision process. It seems reasonable and necessary,
because the more capable experts can be better considered
in the decision process as their opinions exert more influence
than others. In such a way, experts receive personalized advice
according to their own importance.

3) This new feature allows that the concept of importance guides
the decision making process, obtaining the most appropriate
collective solutions. In such a way, using the same data (ex-
perts, alternatives, and initial parameters) that in the example
of the previous section and using three different previous
approaches 1) a classical feedback mechanism [9], 2) an
induced averaging operator (IOWA) [13], and 3) an adaptive
consensus model [10], we have obtained the following results.

a) x2 � x3 � x4 � x1.

b) x2 � x3 � x1 � x4.

c) x3 � x2 � x4 � x1.

However, according to both high importance experts, e1 and
e2, the best alternatives should be x1 and x2. This issue is
considered in our feedback mechanism and therefore, with our

consensus model we would obtain a more realistic result, i.e.,
x1 � x2 � x3 � x4.

4) Usually, the importance has been taken into account in some
aggregation processes by means of weighted aggregation op-
erators. However, we show a new way to drive a negotiation
process guided by importance, filling this gap of classical GDM
models.

On the other hand, we should point out the following drawbacks.
1) The final solution obtained by using this model tries to obey the

fuzzy majority principle defined by Kacprzyk [14]. However,
there could exists a limit scenario where the tyranny of the
minority is accomplished if the excellence group is very small
inside of the set of experts.

2) There exists the possibility of no convergence. That is, if some
experts do not accept this kind of excellence guided model,
they will not follow the recommendations or change their
preferences to disrupt the consensus reaching process.

3) This model is not able to detect when a high importance expert
is wrong or inconsistent. As a future work, we propose the
incorporation of a mechanism to check the consistency of the
experts [15] to reduce their importance degree and, therefore,
their impact in the decision making process if the expressed
preferences are inconsistent.
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