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Abstract. Cloud Computing is a new computational paradigm which has attracted
a lot of interest within the business and research community. Its objective is to inte-
grate a wide amount of heterogeneous resources in an online way to provide services
under demand to different types of users, which are liberated from the details of the
inner infrastructure, just concentrating on their request of resources over the net.
Its main features include an elastic resource configuration and therefore a suitable
framework for addressing scalability in an optimal way. From the different scenar-
ios in which Cloud Computing could be applied, its use in Business Intelligence
and Data Mining in enterprises delivers the highest expectations. The main aim is to
extract knowledge of the current working of the business, and therefore to be able to
anticipate certain critical operations, such as those based on sales data, fraud detec-
tion or the analysis of the clients’ behavior. In this work, we give an overview of the
current state of the structure of Cloud Computing for applications on Business Intel-
ligence and Data Mining. We provide details of the layers that are needed to develop
such a system in different levels of abstraction, that is, from the underlying hardware
platforms to the software resources available to implement the applications. Finally,
we present some examples of approaches from the field of Data Mining that had
been migrated to the Cloud Computing paradigm.

1 Introduction

The Cloud Computing infrastructure has its origins in the concept of grid comput-
ing, which has the aim of reducing computational costs and to increase the flexibil-
ity and reliability of the systems. However, the difference between the two lies in
the way the tasks are computed in each respective environment. In a computational
grid, one large job is divided into many small portions and executed on multiple
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machines, offering a similar facility for computing power. On the other hand, the
computing cloud is intended to allow the user to obtain various services without
investing in the underlying architecture and therefore is not so restrictive and can
offer many different services, from web hosting, right down to word processing [3].

A Service Oriented Architecture (SOA) [27] is one of the basis of Cloud Com-
puting. This type of system is designed to allow developers to overcome many
distributed enterprise computing challenges including application integration, trans-
action management and security policies, while allowing multiple platforms and
protocols and leveraging numerous access devices and legacy systems [2]. We can
find some different services that a Cloud Computing infrastructure can provide over
the Internet, such as a storage cloud, a data management service, or a computational
cloud. All these services are given to the user without requiring them to know the
location and other details of the computing infrastructure [11].

One of the successful areas of application for Cloud Computing is the one re-
lated to Business Intelligence (BI) [1, 18]. From a general perspective, this topic
refers to decision support systems, which combines data gathering, data storage,
and knowledge management with analysis to provide input to the decision process
[24] integrating data warehousing, Data Mining (DM) and data visualization, which
help organizing historical information in the hands of business analysts to generate
reporting that informs executives and senior departmental managers of strategic and
tactical trends and opportunities.

No need to say that the processing of a high amount of data from an enterprize
in a short period of time has a great computational cost. As stated above, with these
constraints a new challenge for the research community comes out with the neces-
sity to adapt the systems to a Cloud Computing architecture [26]. The main aim is
to parallelize the effort, enable fault tolerance and allowing the information man-
agement systems to answer several queries in a wide search environment, both in
the level of quantity of information as for the computational time.

Along this contribution, we will first study the common structure of this type of
models in order to face DM problems. Specifically, we will describe a standard in-
frastructure from the Cloud Computing scenario, presenting the different layers that
must be taken into account to implement the management of the data, the parallel
execution engine and the query language [4, 8].

Apart from the specific application of BI, the possibilities that the paradigm of
Cloud Computing offers to DM processes with the aid of cloud virtualization is quite
significative. This issue grows in relevance from the point of view of the paralleliza-
tion of high computational cost algorithms, for example those methodologies based
on evolutionary models [22, 32, 31]. Cloud Computing platforms such as MapRe-
duce [7] and Hadoop (http://hadoop.apache.org) are two programming
models which helps the developers to include their algorithms into a cloud environ-
ment. Both systems have been designed with two important restrictions: first, clouds
have assumed that all the nodes in the cloud are co-located, i.e. within one data cen-
tre, or that there is relatively small bandwidth available between the geographically
distributed clusters containing the data. Second, these clouds have assumed that

http://hadoop.apache.org
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individual inputs and outputs to the cloud are relatively small, although the aggre-
gate data managed and processed are very large.

In the last years, many standard DM algorithms have been migrated to the cloud
paradigm. In this work we will present several existing proposals that can be found
in the literature that adapt standard algorithms to the cloud for making them high
efficient and scalable. The growing number of applications in real engineering prob-
lems, such as computer vision [34], recommendation systems [19] or Health-care
systems [28] show the high significance of this approach.

This contribution is arranged as follows. In Section 2 we introduce the main
concepts on Cloud Computing, including its infrastructure and main layers. Next,
Section 3 presents the architecture approaches to develop BI solutions on a Cloud
Computing platform. The programming models for implementing DM algorithms
within this paradigm, together with some examples, is shown in Section 4. Finally,
the main concluding remarks are given in Section 5.

2 Basic Concepts on Cloud Computing

We may define an SOA [27] as an integration platform based on the combination of
a logical and technological architecture oriented to support and integrate all kind of
services. In general, a “Service” in the framework of Cloud Computing is a task that
has been encapsulated in a way that it can be automated and supplied to the clients
in a consistent and constant way.

The philosophy of Cloud Computing mainly implies a change in the way of solv-
ing the problems by using computers. The design of the applications is based upon
the use and combination of services. On the contrary that occurs in more traditional
approaches, i.e. grid computing, the provision of the functionality relays on this use
and combination of services rather than the concept of process or algorithm.

Clearly, this brings advantages in different aspects, for example the scalability,
reliability, and so on, where an application, in the presence of a peak of resources’
demand, because of an increase of users or an increase of the data that those provide,
can still give an answer in real time since it can get more instances of a determinate
service; the same occurs in the case of a fall of the demand, for which it can liberate
resources, all of these actions in a transparent way to the user.

The main features of this architecture are its loose coupling, high inter-operativity
and to have some interfaces that isolate the service from the implementation and
the platform. In an SOA, the services tend to be organized in a general way in
layers or levels (not necessarily with strict divisions) where normally, some modules
use the services that are provided by the lower levels to offer other services to the
superior levels. Furthermore, those levels may have different organization structure,
a different architecture, etc.

There exists different categories in which the service oriented systems can be
clustered. One of the most used criteria to group these systems is the abstraction
level that offers to the system user. In this manner, three different levels are often
distinguished , as we can observe in Figure 1. In the remainder of this section, we
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Fig. 1 Illustration of the layers for the Services Oriented Architecture

will first describe each one of these three levels, providing the features that defines
each one of them and some examples of the most known systems of each type. Next
we will present some technological challenges that must be taken into account for
the development of a Cloud Computing system.

2.1 Infrastructure as a Service (IaaS)

IaaS is the supply of hardware as a service, that is, servers, net technology, storage
or computation, as well as basic characteristics such as Operating Systems and vir-
tualization of hardware resources [16]. Making an analogy with a monocomputer
system, the IaaS will correspond to the hardware of such a computer together with
the Operating System that take care of the management of the hardware resources
and ease the access to them.

The IaaS client rents the computational resources instead of buying and installing
its own data center. The service usually is billed based in its actual usage, so it has
the advantage that the client pays for what it uses and it uses what he needs in each
moment. Also, according to the dynamical scaling associated to Cloud Computing,
in the case of low loads of work it uses (and pays for) less resources, and in the
presence of a higher resources demand, IaaS can provide them to attend the punctual
necessities of that client, being this task done in real time. It is also frequent that the
contract of the service includes a maximum that the user cannot exceed.

One kind of typical IaaS clients are scientific researchers and technicians, which
thanks to the IaaS and the wide volume of infrastructure that they offer as a service,
they can develop tests and analysis of the data in a level that could not be possible
without the access to the this big scale computational infrastructure.

2.2 Platform as a Service (PaaS)

At the PaaS level, the provider supplies more than just infrastructure, i.e. an inte-
grated set of software with all the stuff that a developer needs to build applications,
both for the developing and for the execution stages. In this manner, a PaaS provider
does not provide the infrastructure directly, but making use of the services of an IaaS
it presents the tools that a developer needs to, having an indirect access to the IaaS
services and, consequently, to the infrastructure [16].
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If we follow the analogy set out in the previous subsection relative to a monocom-
puter system, the PaaS will correspond to a software layer that enables to develop
components for applications, as well as applications themselves. It will be an Inte-
grated Developer Environment, or a set of independent tools, that allows to develop
an engineering software problem in all its stages, from the analysis and model of
the problem, the design of the solution, its implementation and the necessary tests
before carrying out the stage of deployment and exploitation. In the same manner,
a programming language that counts with compilers and libraries for the different
Operating Systems will allow that the same application can be deployed in different
systems without the necessity of rewrite any piece of code.

2.3 Software as a Service (SaaS)

In the last level we may find the SaaS, i.e. to offer software as a service. This was
one of the first implementations of the Cloud services, along with the gaining in
importance of the Internet usage. It has its origins in the host operations carried out
by the Application Service Providers, from which some enterprises offered to others
the applications known as Customer Relationship Managements [9].

Throughout the time, this offer has evolved to a wide range of possibilities, both
for enterprises and for particular users. Regarding the net support, although these
services are performed through the Internet, as it provides the geographical mobility
and the flexibility needed, a simple exchange of data in this manner will not assure
the privacy of them. For this reason, Virtual Private Networks are often employed
for this aim, as they allow to transmit data through the Internet in an encrypted way,
maintaining the privacy and security in the information exchange between the client
application of the user and the SaaS application store in the cloud.

2.4 Technological Challenges in Cloud Computing

Cloud computing has shown to be a very effective paradigm according to its features
such as on-demand self-service since the custermors are able to provision computing
capabilities without requiring any human interaction; broad network access from
heterogeneous client platforms; resource pooling to serve multiple consumers; rapid
elasticity as the capabilities appear to be unlimited from the consumer’s point of
view; and a measured service allowing a pay-per-use business model. However, in
order to offer such a advantageous platform, there are some weak points that are
needed to take into account. Next, we present some of these issues:

• Security, privacy and confidence: Since the data can be distributed on different
servers, and “out of the control” of the customer, there is a necessity of manag-
ing hardware for computation with encoding data by using robust and efficient
methods. Also, in order to increase the confidence of the user, several audits and
certifications of the security must be performed.
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• Availability, fault tolerance and recovery: to guarantee a permanent service
(24x7) with the use of redundant systems and to avoid net traffic overflow.

• Scalability: In order to adapt the necessary resources under changing demands of
the user by providing an intelligent resource management, an effective monitor-
ization can be used by identifying a priori the usage patterns and to predict the
load in order to optimize the scheduling.

• Energy efficiency: It is also important to reduce the electric charge by using mi-
croprocessors with a lower energy consumption and adaptable to their use.

3 Cloud Computing for Business Intelligence Processes

As it was stated in the introduction of this work, the philosophy of Business Intel-
ligence systems is to satisfy the necessity of analyzing large amounts of data in a
short period of time, usually in just a matter of seconds or minutes. This high vol-
ume of data may come as a result of different applications such as prediction of loan
concessions and credit policies to clients based on risks, classification or clustering
of clients for beam marketing, product recommendations and extraction of patterns
from commercial transactions among others.

In the remainder of this section, we will first present an architecture to develop
BI solutions on a Cloud Computing platform. Then, we will stress the goodness on
the use a Cloud Computing with respect to other similar technologies.

3.1 Organization of the Cloud Computing Environment

To address the goals stated in the beginning of this section, in [4, 8] the authors
revisited a basic model and process for analyzing structured and unstructured user
generated content in a business warehouse. This data management organization ar-
chitecture based on clouds follows a four layer architecture, although there exists
several similar approaches [21, 23]. We must point out that the three first tiers are
common for DM and BI approaches, whereas the last one is specifically designed
for data warehousing and On-Line Analytical Processing (OLAP) applications. The
description of these components is enumerated below:

• The first level is the infrastructure tier based on Cloud Computing. It follows
the structure introduced in Section 2, that is, it includes a network architecture
with many loosely coupled computer nodes for providing a good scalability and
a fault tolerance scheme. As suggested, the system must take into account a dy-
namic/elastic scheme such that the performance, cost and energy consumption of
the node machines is managed at run-time.

• The second layer is devoted to the parallel data storage. The relational data bases
may have difficulties when processing the data along a big number of servers, so
that there is a necessity of supporting new data base management systems based
on the storage and retrieval of key/value pairs (as opposed to the relational model
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based on foreign-key/primary-key relationships). Some examples of systems that
are optimized for this purpose are Google BigTable [5] or Sector [13].

• The third level is the execution environment. Due to the large number of nodes,
Cloud Computing is especially applicable for distributed computing tasks
working on elementary operations. The most known example of cloud com-
puting execution environment is probably Google MapReduce [7] and its open
source version Hadoop [10], but other projects can be found as feasible alterna-
tives [17, 33]. All these environments aim at providing elasticity by allowing to
adjust resources according to the application, handling errors transparently and
ensuring the scalability of the system.

• The last tier is the high querying language tier, which is oriented towards OLAP,
and Query/Reporting Data-Warehousing tools. This layer is the interface to the
user and it provides the transparency to the other tiers of the architecture. Some
query languages have been proposed like Map-Reduce-Merge [36] or the Pig
Latin language [25] which has been designed to propose a trade-off between the
declarative style of SQL, and the low-level, procedural style of MapReduce.

3.2 On the Suitability of Cloud Computing for Business
Intelligence and Data Mining

Traditionally, when having a high amount of data to be processed in a short period
of time, a grid computing environment was the most suitable solution in order to
reduce computational costs and to increase the flexibility of the system. The sim-
ilarities with Cloud Computing are evident, since both of them are composed of
loosely coupled, heterogeneous, and geographically dispersed nodes. However, the
main difference between the two lies in the way the tasks are computed in each re-
spective environment. In a computational grid, one large job is divided into many
small portions and executed on multiple machines, offering a similar facility for
computing power. On the other hand, the computing cloud is intended to allow the
user to obtain various services without investing in the underlying architecture and
therefore is not so restrictive and can offer many different services, from web host-
ing, right down to word processing [3].

Additionally, the advantages of this new computational paradigm with respect to
other competing technologies are clear. First, Cloud application providers strive to
give the same or better service and performance as if the software programs were
installed locally on end-user computers, so the users do not need to spend money
buying a complete hardware equipment for the software to be used, i.e. a simple
PDA device is enough to run the programs on the Cloud.

Second, this type of environment for the data storage and the computing schemes
allows enterprizes to get their applications up and running faster, with a lower ne-
cessity of maintenance from the IT department since it automatically manages the
business demand by assigning more or less IT resources (servers, storage and/or
networking) depending on the computational load in real time [30]. Finally, this
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inherent elasticity of this system makes the billing of the infrastructure to be done
according to the former fact.

4 Adaptation of Global Data Mining Tasks within a Cloud
Computing Environment

In this section we aim at pointing out the promising future that is foreseen for the
Cloud Computing paradigm regarding the implementation of DM algorithms in or-
der to deal with very large data-sets for which it has been prohibitively expensive
until this moment.

The idea behind all the proposals we will introduce is always distributing the ex-
ecution of the data among all the nodes of the cloud and to transfer the least volume
of information as possible to make the applications highly scalable and efficient, but
always maintaining the integrity and privacy of the data [14, 29].

As introduced in Section 3, it is necessary to transform the data stored into mul-
tidimensional arrays to “Pig data” [25] to be able to carry out an online analysis
process by using the MapReduce/Hadoop scheme or related approaches (such as
Sector/Sphere [13]), also reducing the storage costs [8]. In this programming model,
users specify the computation in terms of a map and a reduce function, and the
underlying runtime system automatically parallelizes the computation across large-
scale clusters of machines, handles machine failures, and schedules inter-machine
communication to make efficient use of the network and disks.

Map, written by the user, takes an input pair and produces a set of intermediate
key/value pairs. The MapReduce library groups together all intermediate values as-
sociated with the same intermediate key I and passes them to the reduce function.
The reduce function accepts an intermediate key I and a set of values for that key. It
merges these values together to form a possibly smaller set of values. The interme-
diate values are supplied to the user’s reduce function via an iterator. This allows us
to handle lists of values that are too large to fit in memory.

The map invocations are distributed across multiple machines by automatically
partitioning the input data into a set of M splits. The input splits can be processed in
parallel by different machines. Reduce invocations are distributed by partitioning the
intermediate key space into R pieces using a partitioning function (e.g., hash(key)
mod R). The number of partitions (R) and the partitioning function are specified by
the user (see Figure 2).

In brief, these systems are oriented to distribute the data sets along the cloud and
to distribute the computation among the clusters, i.e. instead of moving the data
among the machines, they define mapping functions to create intermediary tuples
of <key, value> and the use of reduction functions for this special processing. As
an example, in a program aimed at counting the number of occurrences of each
word in a large collection of documents, the map function will emit each word plus
an associated count of occurrences whereas the reduce function sums together all
counts emitted for a particular word.
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Fig. 2 Overall flow of execution a MapReduce operation

Although this is a relatively new framework, many DM algorithms have been
already implemented following the guidelines of this programming model. For ex-
ample, in [6] the authors present a classification model which tries to find an inter-
mediate model between Bayes and K-nearest neighbor techniques by using a certain
kind of subtree to represent each cluster which is obtained by clustering on train-
ing set by applying a minimum spanning tree MapReduce implementation, and then
perform the classification using idea similar to KNN.

Another approach that is developed using the MapReduce model aims at ad-
dressing the progressive sequential pattern mining problem [15], which intrinsically
suffers from the scalability problem. Two Map/Reduce jobs are designed; the can-
didate computing job computes candidate sequential patterns of all sequences and
updates the summary of each sequence for the future computation. Then, using all
candidate sequential patterns as input data, the support assembling job accumulates
the occurrence frequencies of candidate sequential patterns in the current period of
interest and reports frequent sequential patterns to users.

Gao et al. introduces in [12] an experimental analysis using a Random Decision
Tree algorithm under a cloud computing environment by considering two different
schemes in order to implement the parallelization of the learning stage. The first
approach was that each node built up one or more classifiers with its local data
concurrently and all classifiers are reported to a central node. Then the central node
will use all classifiers together to do predictions. The second option was that each
node works on a subtask of one or more classifiers and reports its result to a central
node, then the central node combines work from all local nodes to generate the final
classifiers and use them for prediction.

Other works are based on different cloud computing environments, a Parti-
cle Swarm Optimization was designed for the Amazon Elastic Compute Cloud
(http://aws.amazon.com), where the candidate solutions are presented by
the set of task-service pairs, having each particle to learn from different exemplars,
but to learn the other feasible pairs for different dimensions. The constructive posi-
tion building procedure guarantees each position was shown to be feasible and this
scheme greatly reduces the search space and enhances the algorithm performance
[35].

http://aws.amazon.com


568 A. Fernández et al.

Lin and Luo proposed a novel DM method named FD-Mine [20] that is able to
efficiently utilize the cloud nodes to fast discover frequent patterns in cloud com-
puting environments with data privacy preserved. Through empirical evaluations on
various simulation conditions, the proposed FD-Mine showed to deliver excellent
performance in terms of scalability and execution time.

Finally, it is important to point out that there exist open source DM libraries from
which the users can use the techniques implemented under these software platform.
We may stress the Mahout library (http://mahout.apache.org/) which is
mainly based on clustering approaches, but also parallel frequent pattern mining; and
the Pentaho Business Analytics (http://www.pentaho.com/big-data/)
which offers unmatched native support for the most popular big data sources includ-
ing Hadoop, NoSQL (not relational data base models) and analytic databases. Ad-
ditionally, the relevance in this area can be stressed by the vast amount of available
commercial SaaS products such as Actuate (http://www.actuate.com/),
ComSCI (http://www.comsci.com/) or FPX (http://www.fpx.com/);
however, for most of them it is a bit unclear what they truly offer to the user in terms
of which techniques they may implement for managing and mining the data, i.e.
what they include in their toolbox to enable analysts to create reports and custom
analyzes.

5 Concluding Remarks

In this work we have presented an overview on BI and DM applications within the
Cloud Computing environment. In particular, we aimed at stressing the significance
and great possibilities of this topic in the near future, since it offers an scalable
framework for those high dimensional problems which are hard to overcome with
the standard technologies.

Taking this into account, we have first introduced the main features of the Cloud
Computing infrastructure, i.e. the different levels of abstraction which allow us to
understand its nature. Then, we described its advantages with respect to other classi-
cal technologies such as grid computing and therefore how DM applications obtains
higher benefits from this scheme.

Next, we have described the specific architecture that is needed in order to de-
velop BI and DM applications within a cloud framework. Specifically, a four layer
structure is suggested following the recommendations given in the specialized lit-
erature. This structure is composed of a cloud infrastructure to provide the service
nodes and the communication network at the lowest level, a parallel data storage
to distribute the information across the cloud, a execution environment which must
take advantage of the characteristics offered by the cloud and finally the use of a
high query language to fully exploit the features of the parallel execution tier.

To end with, we have presented several DM algorithms that have been migrated
to Cloud Computing, examining the particularities of their implementation which
are mainly based on the MapReduce/Hadoop scheme, which is currently the most
important execution environment to allow an efficient parallelization of the data
processing within the cloud.

http://mahout.apache.org/
http://www.pentaho.com/big-data/
http://www.actuate.com/
http://www.comsci.com/
http://www.fpx.com/
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