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a  b  s  t  r  a  c  t

Web  2.0  communities  are  a quite  recent  phenomenon  which  involve  large  numbers  of  users  and  where
communication  between  members  is  carried  out in real  time.  Despite  of those  good  characteristics,  there
is still  a  necessity  of  developing  tools  to  help  users  to reach  decisions  with  a high level  of  consensus  in
those  new  virtual  environments.  In this  contribution  a new  consensus  reaching  model  is  presented  which
uses  linguistic  preferences  and  is  designed  to  minimize  the  main  problems  that  this  kind  of organization
eywords:
onsensus
eb  2.0

inguistic preferences
uzzy logic
roup decision making

presents  (low and  intermittent  participation  rates,  difficulty  of  establishing  trust  relations  and  so  on)
while  incorporating  the  benefits  that  a Web  2.0  community  offers  (rich and  diverse  knowledge  due  to  a
large number  of users,  real-time  communication,  etc.).  The  model  includes  some  delegation  and  feedback
mechanisms  to  improve  the  speed  of the  process  and  its  convergence  towards  a solution  of  consensus.
Its  possible  application  to some  of  the decision  making  processes  that  are  carried  out  in the  Wikipedia  is
also shown.
nline communities

. Introduction

Making decisions, that is, the cognitive process leading to the
election of a course of action among several alternatives accord-
ng to a set of criteria, is a common activity that appears in almost
ny human endeavour [1]:  from choosing what to eat, what to wear
nd what to buy to selecting a representative or voting in an elec-
ion. Group decision making (GDM) is a particular case of decision

aking where the final selected choice has to be done by multiple
ersons. GDM presents several special characteristics that distin-
uishes from individual decision making. For example, on the one
and, the total knowledge about a particular decision problem of

 complete group of persons is usually higher than the knowledge
f a particular individual, and thus, the group final decision may
e better justified. On the other hand, the heterogeneous nature of
he persons involved in the decision may  introduce additional dif-
culties like very different points of view, specially on topics where

eelings or beliefs are present.
One of the fields where GDM is a fundamental matter is poli-

ics. As political decisions may  influence lots of people, during all

istory it has been necessary to develop different forms of gov-
rnment to make decisions. One of those forms of government is
emocracy, where usually a set of elected officers undertake to
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represent the interests and/or views of citizens within a framework
of the rule of law. However, as this kind of system only requires a
periodic involvement in the elections of the majority of the citi-
zens, the electorate is almost excluded from the political decision
making, which can derive into a lack of political interest, knowl-
edge and responsibility among the non-participant population
[2].

It is clear that involving a very large number of individuals in a
decision process is a difficult task but, with the appearance of new
electronic technologies, we are in the beginning of a new stage
where traditional democratic models may  leave some space to a
more direct participation of the citizens. In the specialized liter-
ature some efforts about the use of these new technologies are
found in what it is being called e-democracy [2],  e-participation [3],
e-Governance [4] and public deliberation [5,6].

In fact, new Web  technologies have allowed the creation of
many different services where users from all over the world can
join, interact and produce new contents and resources. One of the
most recent trends, the so-called Web  2.0,  which comprises a set of
different web development and design techniques, allows the easy
communication, information sharing, interoperability and collabo-
ration in this new virtual environment. Web  2.0 communities, that
can take different forms as Internet forums, groups of blogs, social
network services and so on, provide a platform in which users can

collectively contribute to a Web  presence and generate massive
content behind their virtual collaboration [7].  In fact, Web  2.0 rep-
resents a paradigm shift in how people use the web  as nowadays,
everyone can actively contribute content online.

dx.doi.org/10.1016/j.asoc.2012.08.009
http://www.sciencedirect.com/science/journal/15684946
www.elsevier.com/locate/asoc
mailto:zerjioi@ugr.es
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It is thus clear that to develop more sophisticated GDM models
nd schemes that can be applied into the new Web  2.0 communi-
ies is a current necessity. In fact, there have been several efforts
n the specialized literature to create different models to correctly
ddress and solve GDM situations. Particularly, the fuzzy theory [8]
ntroduced by Zadeh has been shown to be a good tool to model and
eal with vague or imprecise opinions (which is a quite common
ituation in any GDM process) [9–11]. Many of those models are
sually focused on solving GDM situations in which a particular

ssue or difficulty is present. For example, there have been mod-
ls that allow to use linguistic assessments instead of numerical
nes, thus making it easier for the experts to express their prefer-
nces about the alternatives [12]. Other models allow experts to
se multiple preference structures (and even multi-granular lin-
uistic information) [13–15] and other different approaches deal
ith incomplete information situations if experts are not able to
rovide all their preferences when solving a GDM problem [16] or
hen a consensus process is carried out [17].

Moreover, usual GDM models have been complemented with
onsensus schemes that allow users to interact until there is a cer-
ain degree of agreement on the selected solution [18–20].  This
onsensus models allow not only to provide better solutions to
ecision problems, but also to increase the users satisfaction with
he decision process as all the opinions are reconsidered to achieve

 high enough level of consensus.
However, those approaches are not usually well suited to be

sed by Web  communities due to some of their inherent properties.
or example, due to the diversity of the users backgrounds, using
umerical preferences might be not adequate (and thus, linguistic
ssessments should be used [21]) or dynamic situations in which
ome of the parameters of the problem, as the set of experts, the
et of alternatives and even the set of criteria to select the solutions
hange, have not been modelled. This kind of situations are quite
ommon in other environments: in [22] the problem of managing
ime-dependent preferences (that is preferences expressed at dif-
erent periods) is presented; the problem of dealing with dynamic
eal-time information to choose the best routes is shown in [23],
nd a practical example about resource management where the
riteria to make decisions (climate) changes over time can be found
n [24]. Thus, it is important to develop new models that take into
ccount this kinds of dynamical situations to solve realistic GDM
roblems [25].

For the particular case of Web  Communities, dynamic situations
n which the group of experts vary over time are quite common: a
ew expert could incorporate to the process, some experts could

eave it or a large group of experts could be simplified in order to
inimize communications and to ease the computation of solu-

ions. This behaviour is usually found in democratic systems where
he individuals delegate into a smaller group of experts to make
ecisions (it is usually not possible to involve everyone in each
ecision). There have been some efforts to model this kind of situa-
ions. For example, in [26] a recursive procedure to select a qualified
ubgroups of individuals taking into account their own  opinions
bout the group is presented. However, there is still a big neces-
ity of creating new consensus models that suit Web  Communities
haracteristics appropriately.

In this paper a consensus model in which preferences are
xpressed in a linguistic way and that has been designed taking into
ccount the characteristics of Web  2.0 communities is presented.
n particular, it has been designed considering that the number of
sers of this kind of communities is usually large [27]. For exam-
le, online music communities usually gather hundreds or even

housands of individuals that share an interest about particular
ands or music genres. To reach a consensual decision with such a

arge user base is not an easy task because, for example, not every
ember of the community is willing to participate and contribute
puting 13 (2013) 149–157

to solve the problem [28] or maybe because the topic being dis-
cussed is controversial and involves individual feelings or beliefs
[29]. In addition, this model allows dynamic sets of users, that is, the
users set to solve the decision problem may  change in time. More-
over, by means of a delegation scheme (based on a particular kind
of trust network [30]) an important simplification in the obtaining
of a proper consensus level may  be achieved. The model also incor-
porates a feedback mechanism that helps the users to change their
preferences towards a higher consensus level solution. In addition,
a trust checking procedure allows to avoid some of the problems
that the delegation scheme could introduce in the consensus reach-
ing model. Finally, a brief discussion about the applicability of the
model to increase the consensus level in the decision making pro-
cesses of the Wikipedia is also presented. It is important to remark
that this model is one of the first efforts in introducing the fuzzy
logic theory and the fuzzy linguistic modelling into the field of Web
2.0 communities.

To do so, the paper is set as follows: in Section 2 some pre-
liminaries are presented, that is, some of the most important
characteristics of Web  2.0 communities and the basic concepts
that are used in the paper. In Section 3 the new consensus model
with linguistic preferences that helps to obtain consensual deci-
sions in Web  2.0 communities as well as its possible application to
the Wikipedia is introduced. Finally, in Section 4 some conclusions
are pointed out.

2. Preliminaries

In this section some preliminaries are presented: first some of
the main characteristics of Web  2.0 communities that have to be
taken into account when designing any tool for them are described;
second, some groundwork about the use of linguistic preferences
in consensus models is presented.

2.1. Web  2.0 communities

New Web  2.0 technologies have provided a new framework in
which virtual communities can be created in order to collaborate,
communicate, share information and resources and so on. This very
recent kind of communities allows people from all over the globe to
meet other individuals which share some of their interests. Partic-
ularly, some of the most common activities in which the different
users in online communities participate are:

• Generate online contents and documents,  which is greatly
improved with the diversity and knowledge of the involved
people. One of the clearest examples of this kind of collabora-
tion success is Wikipedia [31], where millions of articles have
been produced by its web community in dozens of different lan-
guages [32]. It is clear that in a massive service as Wikipedia many
situations where it is necessary to make decisions about its inner
workings and the contents that are being created arise [33].

• Provide recommendations about different products and services.
Usual recommender systems are increasing their power and
accuracy by exploiting their user bases and the explicit and
implicit knowledge that they produce [34,35]. This kind of sys-
tems represent a quite powerful addition to Web  2.0 systems
where decisions have to be made. A clear example of recom-
mender systems success, which exploits its users community
knowledge to provide personalized recommendations, is the
Amazon online store [36].
• Participate in discussions and forums.  Many online communities
have grown around a web forum or some discussion boards
where users share information or discuss about selected top-
ics. In many of these communities some simple group decision
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making schemes, as referendum or voting systems are usually
used. For example, services like PollDaddy [37] allow to create
online surveys and polls where users can vote about the best
alternative to choose for a given decision problem.

Apart from the obvious advantage of meeting new people with
imilar interests, Web  communities present some characteristics
hat make them different from other more usual kinds of organiza-
ions. In the following some of those characteristics and how they
an affect in the particular case of GDM situations are discussed:

Large user base: Web  communities usually have a large user base
[27] (it is easy to find web communities with thousands of users).
This can be seen from a double perspective. On the one hand, the
total knowledge that a large user base implies is usually greater
and more diverse than in a small community. This can be seen as
a clear advantage: taking decisions is usually better performed
when there is a rich knowledge on the evaluated subject. On the
other hand, managing a large and diverse amount of opinions in
order to extract and use that knowledge might be a difficult task:
for example, some of the users might not find easy to use typical
numerical preference representation formats and thus, linguistic
ones should be implemented.
Heterogeneous user base: not only the user base in Web  communi-
ties is large, but it is usually heterogeneous. This fact implies that
it cannot be easily assumed that all the individuals may  find easy
to use the tools that are being developed and introduced in the
websites. A clear example is the use of numerical ratings: some
users may  find difficult to express their preferences about a set
of alternatives using numerical ratings and thus, it may  be inter-
esting to provide tools which can deal with natural language or
linguistic assessments. Moreover, tools that allow to group, clus-
ter or measure distances among expert preferences need to be
developed [38].
Low participation and contribution rates: although many Web
communities have a quite large user base, many of those users
do not directly participate in the community activities. More-
over, encouraging them to do so can be difficult [28]. Many of

the users of a web community are mere spectators which make
use of the produced resources but that does not (and is not will-
ing to) contribute themselves with additional resources. This can
be a serious issue when making decisions if only a small subset
 of GDM models.

of the users contribute to a decision and it does not reflect the
overall opinion of the community.

• Intermittent contributions: partially due to the fast communica-
tion possibilities and due to a very diverse involvement of the
different members, it is a common issue that some of them might
not be able to collaborate during a whole decision process, but
only in part of it. This phenomenon is well known in web com-
munities: new members are continuously incorporated to the
community and existing users leave it or temporarily cease in
their contributions.

• Real time communication: the technologies that support Web
communities allow near real time communication among its
members. This fact let us create models that in traditional sce-
narios would be quite impractical. For example, in a referendum,
it is not easy at all to make a second round if there has been a
problem in the first one due to the high amount of resources that
it requires.

• Difficulty of establishing trust relations: as the main communica-
tion schemes in Web  communities use electronic devices and, in
the majority of the cases, the members of the community do not
know each other personally, it might be difficult to trust in the
other members to, for example, delegate votes. This fact implies
that it might be necessary to implement control mechanisms to
avoid a malicious user taking advantage of others.

2.2. Consensus models with fuzzy linguistic preferences

Usual GDM models follow a scheme (see Fig. 1) in which two
phases are differentiated: the first one consists in a consensus pro-
cess in which the users (that will be called experts in the following),
discuss about the alternatives and express their preferences about
them using a particular preference representation format. A special
individual (the moderator) checks the different opinions and con-
firms if there is enough consensus among all the experts. If there
is not enough consensus, the moderator urges the experts to re-
discuss about the alternatives and to provide a new set of opinions
to improve the consensus level in a new consensus round. Once
the desired consensus have been reached (or a maximum number
of consensus rounds has been reached) the second phase (the selec-

tion process) starts and the best solution is obtained by aggregating
the last opinions from the experts and applying an exploitation
step which identifies the best alternative from the aggregated
information.
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This paper focuses only in the consensus process, where the
xperts are supposed to narrow their different opinions about the
lternatives to obtain a final solution with a high level of consensus.
n the consensus model that we propose, the experts E = {e1, . . .,  em}

ill provide their preferences about the set of alternatives X = {x1,
 . .,  xn} in form of fuzzy linguistic preference relations [39]. In par-
icular, we will use the 2-tuple linguistic computational model [40],
n which the linguistic information is represented by a 2-tuple (s,
), s ∈ S, where S is a usual term set with odd cardinality and where

he terms are uniformly distributed.

efinition 1. Let  ̌ ∈ [0, q] be the result of an aggregation of the
ndexes of a set of labels assessed in a linguistic term set S = {s0,

 . .,  sq}, i.e., the result of a symbolic aggregation operation. Let
 = round(ˇ) and  ̨ =  ̌ − i be two values, such that, i ∈ [0, q] and

 ∈ [0.5, 0.5), then  ̨ is called a symbolic translation.

The model also defines two functions �−1 and � to transform
-tuples to numerical values and viceversa [40].

efinition 2. A 2-tuple linguistic preference relation Ph given by
xpert eh on a set of alternatives X is a set of 2-tuples on the product
et X × X, i.e., it is characterized by a membership function �h

P :
 × X → S × [0.5, 0.5).

. A linguistic consensus model for Web  2.0 communities
In this section a new consensus model that can be applied in
eb  2.0 communities to reach solutions in GDM environments and

ts possible application to the Wikipedia is presented. It takes into
ccount the different characteristics of this kind of communities
ted consensus model.

(see Section 2.1) in order to increase the consensus level of the
users when making a decision on a set of alternatives. Some of the
properties of the model are:

• it does not require the existence of a moderator,
• it allows to work in highly dynamical environments where par-

ticipation and contribution rates change,
• it uses linguistic information to model user preferences and trust

relations,
• it allows to weight the contributions of each user according to

some degree of expertise,
• it offers a feedback mechanism to help experts to change their

preferences about the alternatives and
• it can be easily adapted to real world Web  2.0 communities.

Its operation implies several different steps that are repeated in
each consensus round:

1 first preferences expression, computation of similar opinions and
first global opinion and feedback,

2 delegation,
3 change of preferences (feedback mechanism),
4 computation of consensus measures and
5 consensus and trust checks.
In Fig. 2 the main steps of the model have been depicted and in
the following they are described in more detail.
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.1. First step: first preferences expression, computation of similar
pinions and first global opinion and feedback

In this first step the different alternatives in the problem are
resented to the experts (note than in Fig. 2 only a small amount
f experts have been represented, but when applied to a Web  2.0
ommunity the number of users will usually be larger). Once they
now the feasible alternatives, each expert eh ∈ E is asked to provide

 fuzzy linguistic preference relation Ph that represent his opinions
bout the alternatives. Although every single member of the com-
unity has the opportunity of expressing his preferences about the

lternatives, as it has been previously mentioned, only a subset of
hose experts Ẽ will really provide preference relations. We will
ote ẽh to the experts that have provided a preference relation. It

s important to note that if an expert at this stage does not provide
 preference relation the model will still allow him to contribute
n the consensus process in a later stage. Once a certain amount of
ime has passed (to allow a sufficient number of preferences to be
rovided) we compute the distance among each pair of experts ẽh

nd ẽg in the following way:

hg = dgh =

√√√√√√√
∑
i=1

∑
j = 1

j /= i

(
�−1(ph

ij
) − �−1(pg

ij
)

q

)2

This distances will be used to provide information to each
xpert about the experts that share a similar opinion about of the
lternatives. In fact, for each ẽh ∈ Ẽ his set of neighbours is defined
s

h = {ẽˇ1 , . . . , ẽˇnnh } | dhˇi < ı

here nnh is the number of neighbours that will be presented and
ˇi is the i-th nearest expert to ẽh. Note that the number of neigh-
ours presented to each expert may  vary according to a predefined
roximity threshold ı.

It is important to note that the model does not impose a par-
icular amount of time in which the experts are forced to express
heir opinions. This question is purposedly left open because due to
he highly dynamical environment in which users interact and due
o some of the problems that this kind of online communities have
for example, intermittent contributions) it may  desirable to estab-
ish a different criteria depending on the problem and the necessity
or a fast or not fast answer. For example, if a tight time restriction
ppears, this amount of time may  be shortened and fixed. However,
f there is no time restriction, this amount of time may  be increased
r even changed into a different criteria like waiting until a percent-
ge of users that have participated in the process. However, this
articular matter does not interfere at all in the exposed model.

As it happens in many real world GDM problems, it is possible
hat the preferences of every different expert may  be weighted dif-
erently. This may  be interesting in situations where some of the
xperts have a great reputation or expertise in the problem field.
hus, for every expert in the problem a trust weight �h is assumed to
e given. If for a particular problem the preferences of every expert
re considered equally important, then all the trust weights will be
nitialized to 1: �h = 1. It is interesting to note that many existing
nline communities do have some reputation mechanisms that can
e used to weight the expertise degree of each one of its members.
f so, those mechanisms can be used to initialize the trust weights of

he experts to initially provide more importance to the most rele-
ant users. However, how this initialization is done will completely
epend on the existing mechanism of the online community that

s implementing this model.
puting 13 (2013) 149–157 153

The last task at this first step is to compute the current global
preference as an aggregation of all the provided preference rela-
tions. To do so, a weighted average is applied to compute it:

pc
ij = �

(∑
ẽh∈Ẽ�h · �−1(ph

ij
)

T

)
(1)

Once the distances among experts, the neighbours of each
expert and the global preference relation have been computed, this
information will be presented to the experts. After receiving this
feedback, an expert will know if his opinions are very different to
the current global preferences and he will also know which are the
experts that share similar opinions. Apart from just his neighbour
list, an expert is also able to check the particular preference rela-
tions that his neighbours have introduced in order to really check
the preferences expressed by his neighbourhood.

3.2. Second step: delegation

In this second step the model incorporates a delegation scheme
in which experts may  choose to delegate into other experts (typ-
ically experts from their neighbourhood, with similar opinions).
This mechanism is introduced to soften the intermittent contrib-
utions problem (because an expert who  knows that he will not
be able to continue the resolution process may choose to dele-
gate into other experts instead of just leaving the process) and to
decrease the number of preference relations involved in the prob-
lem. To make the delegation scheme flexible enough and to be able
to cover a wide range of different delegation proposals, an expert
ẽh that decides to delegate has to provide a set of trust evaluations
of other experts th

j
, j ∈ {1, . . . , m}.  In this proposal, this trust eval-

uations are assumed to be given using a linguist terms set in the
form TS = {ts−3 = total distrust, ts−2 = high distrust, ts−1 = low distrust,
ts0 = neutral,  ts1 = low trust, ts2 = high trust, ts3 = total trust}. Note that
as a result of the usually large number of experts that may  take part
in the resolution process, many of the trust evaluations th

j
of expert

ẽh will be neutral (ts0) as the expert may  not be able to evaluate
all the rest of experts. However, he might know some experts that
he trusts or distrusts, and thus, those trust evaluations are the ones
that the system will take into account. This implies that the user
does not have to provide trust evaluations for all the rest of experts,
but only of those that he really trusts or distrusts. Once an experts
has provided his trust evaluations for some other experts he will
not be required to update his preferences to improve the consensus
level.

Once a certain amount of time have passed (enough time for
the experts to decide if they wanted to delegate or not), the system
will re-compute the trust weights �h for every expert according to
the trust evaluations of the rest of the experts. To do so, for every
expert ẽh that has provided his linguistic trust evaluations th

j
a tth =∑m

j=1|t̃h
j
| is computed where t̃h

j
is the index of the linguistic term th

j

in TS.  Then, for each th
j

/= ts0 an increment of the trust value ��j =
�h · (t̃h

j
/tth) is obtained. At this point, every trust weight �j can be

updated adding this increment: �j = �j + ��j and the trust value for
the expert that delegated becomes 0: �h = 0. If, after the all the trust
updates have been done an expert has a new trust value less than
0, the system should round it to 0. A trust value of 0 means that
the opinion of that expert is not trusted enough to take part in the
process (and, in fact, in expression (1),  a trust weight equal to 0 is
not taken into account in the global preferences relation).
Example. Suppose that a particular expert participating in the
decision process ẽ1 whose current trust weight is �1 = 2 decides
that he will no longer take part in the process, and thus, he wants to
delegate in other experts. He decides that experts ẽ2 and ẽ3 (whose
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Fig. 3. Example of the delegation scheme.

urrent trust weights are �2 = 2 and �3 = 1) can be trusted but, on
he other way, ẽ4 (whose current trust weight is �4 = 1.5) can not.
hus, he provides the following trust evaluations: t1

2 = ts1, t1
3 = ts2

nd t1
4 = ts−2. Then, the system computes tth = |1| + |2| +|−2| = 5;

�2 = 2 · (1/5) = 0.4; ��3 = 2 · (2/5) = 0.8 and ��4 = 2 · (−2/5) = −0.8.
inally, the system updates the trust weights of ẽ2, ẽ3 and ẽ4

y adding the increments: �2 = 2 +0.4 = 2.4, �3 = 1 +0.8 = 1.8 and
4 = 1.5 − 0.8 = 0.7.

Note that the expressed trust evaluations may  be seen as a
irected graph structure among the set of experts. This directed
raph structure conforms a kind of trust network which can be
sed to stablish a kind of delegation scheme in which some transi-
ivity conditions occur: if an expert ẽh delegates in an expert ẽk and

˜k delegates in ẽj the situation would be similar as if both ẽh and
˜k would have directly delegated in ẽj . Note that the model should
void cycles in the trust network. If an expert tries to delegate in
nother one and this delegation would produce a cycle in the trust
etwork, the system should alert him about this situation and ask
im to reconsider his trust evaluations. In Fig. 3 a group of experts

n which some of them have delegated by expressing some trust
valuation over other experts have been depicted. The two  experts
n the right have not delegated in any other expert and have nei-
her been chosen by other experts to delegate in them. In addition,

 similar situation to the example above has been depicted with
xperts in the upper left part of the image.

It is clear that with this kind of trust evaluation to delegate it is
asy to replicate more typical delegation schemes. For example, if
n user wants to delegate its entire trust weight into another expert,
e might just provide a positive trust evaluation for that expert. Or,

f an expert wants to delegate his opinion into a group of experts
qually, he just have to provide equal positive trust values for each
ne of the delegates. Finally, if an expert is not sure about whom
o delegate in, but he knows that he does not trust a particular
xpert, he can reduce the trust weight of that expert by giving him

 negative trust evaluation.
This delegation mechanism provides several advantages to the

odel: first of all, it allows experts not to provide their preferences
n every consensus round. If an expert delegates in another one,
e will not have to update his preferences but, in a certain way
through the delegate), his opinion will still influence the consensus
tate. Thus, the consensus rounds may  be carried out faster as only

 subset of experts will have to change their preferences. Moreover,
he computations will also be reduced as the system will not have
o deal with a large amount of preference relations. Additionally, as

he mechanism allows to give different trust evaluations to multiple
xperts, it is possible to delegate into a group of experts that as a
hole have a similar opinion to the expert, not conferring too much
eight to a single person.
puting 13 (2013) 149–157

3.3. Third step: change of preferences (feedback mechanism)

Once the trust weights have been re-computed the sys-
tem will ask the remaining experts to update their linguistic
preference relations Ph in order to achieve a greater level
of consensus. This experts will conform the new Ẽ subset.
As in some cases changing the linguistic preference relations
may  not be an easy task, the model includes a feedback
mechanism that identifies which experts and preference val-
ues should be changed to increase the level of consensus and
which advices the corresponding experts about it. To do so,
the system computes several proximity measures [41] at three
different levels: pair of alternatives, alternatives and relations lev-
els.

Level (1) Proximity measure on pairs of alternatives: the proximity
measure of an expert ẽh on the pair of alternatives to the
group one, denoted pph

ik
is calculated as

pph
ik = 1 − |�−1(ph

ik
) − �−1(pc

ik
)|

q

Level (2) Proximity measure on alternatives: the proximity measure
of an expert ẽh on alternative xi to the group one, denoted
pah

i
is calculated as

pah
i =

∑n
k=1;k /=  i(pph

ik
+ pph

ki
)

2 · (n − 1)

Level (3) Proximity measure on the relation: the proximity measure
of an expert ẽh on his preference relation to the group
one, denoted prh, is calculated as

prh =
∑n

i=1pah
i

n

Using these proximity measures an APS set that contains 3-
tuples (h, i, k) symbolizing preference degrees ph

ik
that should be

changed because they affect badly to the consensus state is defined.
To compute the APS set we follow a three simple step process:

Step (1) The set of experts EXPCH that should receive advice on
how to change some of their preference values is iden-
tified. The experts that should change their opinions are
those whose proximity level on the relation is lower than
a certain threshold � (set prior to the beginning of the
decision process):

EXPCH = {h | prh < �}

Step (2) The alternatives that the above experts should consider to
change are identified. This set of alternatives is denoted
as ALT. To do this, the alternatives with a proximity level
lower than the � threshold are selected:

ALT = {(h, i) | h ∈ EXPCH ∧ pah
i < �}

Step (3) Finally, the preference values for every alternative and
expert (xi; ẽh|(h, i) ∈ ALT) that should be changed accord-
ing to their proximity measures on the pairs of alternatives

is also identified:

APS = {(h, i, k) | (h, i) ∈ ALT ∧ pph
ik < �}
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nce the feedback mechanism knows which preference values are
ontributing less to the consensus state (ph

ik
| (h, i, k) ∈ APS), it gen-

rates some easy to follow rules which are presented to the experts
hat should change their opinions. For each (h, i, k) ∈ APS the gener-
ted rule for expert ẽh has the following form: “You should change
our preference value (i, k) to a value close to pc

ik
”.

Note that this rules are just recommendations that are offered
o the experts to increase the consensus level in a fast way but, in
ny case they are ever forced to follow them.

.4. Fourth step: computation of consensus measures

Once the updated preferences have been given some consen-
us degrees can be computed. To do so, for each pair of experts
ẽh, ẽl) (h < l) of the new Ẽ a similarity matrix SMhl = (smhl

ik
) is

efined where

mhl
ik = �h · �l ·

(
1 −
∣∣∣∣�−1(ph

ik
) − �−1(pl

ik
)

q

∣∣∣∣
)

Then, a collective similarity matrix, SM = (smik) is obtained by
ggregating all the (#Ẽ − 1) × (#Ẽ −  2) similarity matrices using
ollowing expression:

mik =
∑

h,l∈Ẽ|h<lsmhl
ik

T · (T − 1)/2

here T =
∑m

i=1�i.
Once the similarity matrices are computed the consensus

egrees at the three different levels are obtained:

. 1. Consensus degree on pairs of alternatives. The consensus degree
on a pair of alternatives (xi, xk), denoted copik, is defined to
measure the consensus degree amongst all the experts on that
pair of alternatives:

copik = smik

. 2. Consensus degree on alternatives. The consensus degree on
alternative xi, denoted cai, is defined to measure the consensus
degree amongst all the experts on that alternative:

cai =
∑n

k=1;k /=  i(copik + copki)

2(n  − 1)

. 3. Consensus degree on the relation. The consensus degree on the
relation, denoted CR,  is defined to measure the global consen-
sus degree amongst all the experts’ opinions:

CR =
∑n

i=1cai

n

.5. Fifth step: consensus and trust checks

In the end of each consensus round the current consensus state
ust be checked. If it is considered a high enough consensus value

he consensus process would finish and a selection process would
e applied to obtain the final solution for the decision problem. To
o so, the check CR > � is performed, being � a threshold value fixed
rior to the beginning of the GDM process. In the case that the level
f consensus is not high enough the trust check that is described

n the following is applied. Note that in real applications it might
e desirable to include a maximumRounds parameter to control the
aximum consensus rounds that can be executed in order to avoid

tagnation.
puting 13 (2013) 149–157 155

The trust check is introduced to avoid some of the problems that
can be derived to one of the characteristics of Web  communities:
the difficulty of establishing real trust relations. It is not difficult to
imagine an scenario where some experts delegate into another that
shares a common point of view on the decision that has to be made
and in a certain consensus round, this expert decides to drastically
change his preferences, probably not reflecting the other experts
opinions any more. To avoid this kind of situations the trust check
will compare the last preference relation expressed by expert ẽh

with the last preference relations of the experts that delegated in
him (direct or indirectly). This comparison can be made by applying
a distance operator (as the euclidean or cosine distances) over the
preference relations or computing proximity measures similar to
the ones presented in Section 3.3.  If this distance is greater than a
certain established threshold, the expert that delegated in ẽh would
be informed with a special message to warn him about this prob-
lematic situation and thus allowing him to take a different course
of action in the next consensus round if appropriate.

At this point a new consensus round begins: a new global pref-
erence will be computed with the new preferences of the experts
and their new trust weights, and new distance measures will be
obtained. New experts may  join the new round (by giving their
preference relations), some other experts may  decide to delegate
on others, and all previously involved expert may change their
preferences or their trust evaluations over other experts.

It is important to emphasize that in each new consensus round
all the members of the Web  community can participate, indepen-
dently of what they did in the previous rounds. For example, an
expert that delegated in a previous consensus round may decide
not to continue delegating (maybe because the trust check mech-
anism has warned him that the expert in which he delegated has
drastically changed his preferences) and thus to provide again a
new fuzzy linguistic preference relation or to delegate in a differ-
ent individuals; an expert which had not delegated in any of the
previous rounds might decide to delegate in the current consen-
sus round or even an expert which has not participated until this
moment in the consensus process (he did not provide any prefer-
ence relation in the first step of the model) could join the process
by providing his initial preferences.

3.6. Possible application of the consensus model to an existing
Web  2.0 community: Wikipedia

Wikipedia [31], as almost any other Web  2.0 service is a very
recent phenomenon that has attracted a lot of attention from the
public and the media. Its main purpose is to create an online freely
available encyclopedia. One of its revolutionary aspects is that the
contents, contrary to other more conventional encyclopedias, are
created and updated in collaborative way by any of its users. In fact,
it follows a similar tendency present in the Web  where anyone can
freely create and publish content without any need of third-party
control, which has not been the case in the traditional models of
publishing and broadcasting, which are usually governed by cen-
tralized organizations [32]. Despite the decentralized nature of the
Wikipedia, there are currently some studies that analyse the qual-
ity of the contents of the Wikipedia that assure that its quality is
almost as good as other well reputed encyclopedias [42,43].

In such a vast environment, where millions of encyclopedical
entries and millions of users interact it has been necessary to intro-
duce new tools and features [44] to improve not only the quality of
the entries, but the coordination [45,29], cooperation [46] among
the users, the social transparency of the articles [47] and the seman-

tic annotation of the contents [48].

However, it is still necessary to develop new tools to avoid
conflict [49] and increase the consensus of the decisions taken in
Wikipedia. As the Wikipedia covers conflictive and controversial
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opics (political and religious ones are a clear example where there
s no clear neutral point of view) this kind of tools may  help to reach
etter decisions about the contents presented in such topics.

The consensus model proposed in this contribution may  be
ppropriate for some of those situations. For example, lets imag-
ne a particular conflictive topic covered in the Wikipedia. Suppose
hat in the discussion page for that topic have been proposed four
ifferent alternatives to solve the discussion in the topic: to com-
letely remove the article, to rewrite it according to a particular
oint of view, to split it in several articles that can be managed sep-
rately and that do not provoke too much controversial or to leave
t as it is in its present state. Applying our model, would allow to
hoose a solution of consensus among the alternatives in which:

every user that is willing to participate can do it (thus increasing
the level of confidence in the final decision making),
new users may  incorporate in the middle of the consensus pro-
cess,
participating users will not be forced to finish the consensus pro-
cess, as they may  choose to delegate into other users,
some users may  have higher weight than others (for example,
Wikipedia administrators or the users that have actively con-
tributed to the conflicting article),
the consensus status may  be reached faster than using traditional
discussion mechanism (due to the incorporation of the feedback
mechanism),
the preferences of the users are given in a linguistic way increas-
ing their understandability.

. Conclusions

In this contribution a novel consensus model which has been
pecially designed to be applied in Web  2.0 communities has been
resented. Particularly, it uses fuzzy linguistic preference relations
or the expression and management of experts’ preferences and
t has been designed to manage a large users base by means of a
elegation scheme. This delegation scheme is based in a particu-

ar kind of trust network created from linguistic trust evaluations
iven by the experts that simplifies the computations and the time
eeded to obtain the users preferences. Moreover, this delegation
cheme also solves the intermittent contributions problem which
s present in almost any online community (that is, many of the
sers will not continuously collaborate but will do it from time to
ime). The model also incorporates a feedback mechanism to help
he experts in changing their preferences in order to obtain a high
evel of consensus rapidly.

In addition, the model allows to incorporate new experts to the
onsensus process, that is, the model is able to handle some of the
ynamic properties that real Web  communities have. Finally, the
odel incorporates a trust check mechanism that allow to detect

ome abnormal situations in which an expert may  try to take advan-
age of others by drastically changing his opinion and benefiting
rom the trust that the other experts might have deposited in him
n previous consensus rounds.

It has also been shown that this model can be used in exist-
ng Web  2.0 communities as the Wikipedia to reach consensus in
ifficult decision making situations.

Finally, it is important to remark that the proposed model is
ne of the first attempts to introduce the fuzzy logic theory and
uzzy linguistic modelling tools into the novel field of Web  2.0
ommunities.
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