








the given DB) in which the three parameters that identify each
MFs and the threshold value are coded. Then, a chromosome
𝐶𝑗 has the following form, being 𝑚𝑖 the number of MFs of
each of the 𝑛 variables in the DB:

𝐶𝑗 = 𝐶𝑗1 𝐶𝑗2 ⋅ ⋅ ⋅ 𝐶𝑗𝑛 𝐿𝑗 ,

𝐶𝑗𝑖 = (𝑎𝑖𝑗1, 𝑏
𝑖
𝑗1, 𝑐

𝑖
𝑗1, . . . , 𝑎

𝑖
𝑗𝑚𝑖 , 𝑏𝑖𝑗𝑚𝑖 , 𝑐𝑖𝑗𝑚𝑖), 𝑖 = 1, ⋅ ⋅ ⋅ , 𝑛

The initial gene pool is created making use of the initial
DB definition of the 𝐹𝑅𝐵𝑆𝑖𝑛𝑖𝑡. This initial DB with 0.5
as threshold value is encoded directly into a chromosome,
denoted as 𝐶1. The remaining individuals are generated at
random in the variation intervals associated to each MF and
to the threshold value. For each 𝑀𝐹𝑓 = (𝑎𝑓 , 𝑏𝑓 , 𝑐𝑓 ) where
𝑓 = (1, ..., 𝐹 ), the variation intervals are calculated in the
following way (See Figure 4):

[𝐼 𝑙𝑎𝑓
, 𝐼𝑟𝑎𝑓

] = [𝑎𝑓 − (𝑏𝑓 − 𝑎𝑓 )/2, 𝑎𝑓 + (𝑏𝑓 − 𝑎𝑓 )/2]
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Fig. 4. The variation intervals.

The variation interval for the threshold value 𝐿 is [0, 1].
Therefore, we create a population of chromosomes containing
𝐶1 as its first individual and the remaining ones initiated
randomly, with each gene being in its respective variation
interval.

Max-min-arithmetical crossover: If 𝐶𝑣 =
(𝑎1𝑣1, . . . , 𝑒𝑣𝑘, . . . , 𝐿𝑣) and 𝐶𝑤 = (𝑎1𝑤1, . . . , 𝑒𝑤𝑘, . . . , 𝐿𝑤) are
to be crossed, the following four offspring are generated

𝐶1 = 𝑑𝐶𝑤 + (1− 𝑑)𝐶𝑣

𝐶2 = 𝑑𝐶𝑣 + (1− 𝑑)𝐶𝑤

𝐶3 with 𝑒3𝑘 = min{𝑒𝑣𝑘, 𝑒𝑤𝑘}
𝐶4 with 𝑒4𝑘 = max{𝑒𝑣𝑘, 𝑒𝑤𝑘}

(3)

This operator can use a parameter 𝑑 which is either a
constant, or a variable whose value depends on the age of
the population. The resulting descendants are the two best of
the four aforesaid offspring. We have employd a value of 0.35
for the parameter 𝑑 in our experiments.

Uniform mutation: If 𝐶𝑗 = (𝑎1𝑗1, . . . , 𝑒𝑗𝑘, . . . , 𝐿𝑗) is a
chromosome and the element 𝑒𝑗𝑘 was selected for this mu-
tation (the domain of 𝑒𝑗𝑘 is [𝑒𝑙𝑗𝑘, 𝑒

𝑟
𝑗𝑘]), the result is a vector

𝐶 ′
𝑗 = (𝑎1𝑗1, . . . , 𝑒

′
𝑗𝑘, . . . , 𝐿𝑗) and

𝑒′𝑗𝑘 = 𝑒𝑗𝑘 + (𝑒𝑟𝑗𝑘 − 𝑒𝑗𝑘) ⋅ 𝑟, (4)

where 𝑟 is a random number into the interval [−1.0, 1.0].

IV. EXPERIMENTS AND RESULTS

The experiments have been conducted using 200 samples
-100 jazz and 100 classic- obtained from the personal archive
of researchers: music by Charly Parker -the famous saxo
player jazz musician- and classic music by Wolfgang Amadeus
Mozart.

Once the input variables were generated by means of FFT,
the process of defining and tuning the FRBS was performed
using a PC, Intel processor -dual core 1.7 GHz- and 2 Gb of
RAM. The process took 4 minutes. Once the 𝐹𝑅𝐵𝑆𝑖𝑛𝑖𝑛𝑡 has
been tuned by the genetic algorithm, the new 𝐹𝑅𝐵𝑆𝑡𝑢𝑛𝑒𝑑 ob-
tains the MFs tuned shown in Figure 5. The final classification
results provided by both system are included in Table II.

TABLE II
RESULTS

𝐹𝑅𝐵𝑆𝑖𝑛𝑖𝑡 𝐹𝑅𝐵𝑆𝑡𝑢𝑛𝑒𝑑

Classic Success 28% 90 %

Classic Failure 72% 10%

Jazz Success 96% 76%

Jazz Failure 4% 24%

General Success 62% 83%

General Failure 38% 17%

Some conclusions can be drawn: Firstly, it seems that
FRBS can more easily classify Classic than Jazz Music, at
least with the information provided as input (higher energy
frequencies relationship) and the samples employed for the
testing procedure. Second, as expected, the GA-tunned system
significantly improves the quality of results, that reaches 83%
general success rate.

The results are impressive when compared with previous
research if we take into account the information provided.
Nevertheless, the presented results are a preliminary attempt:
more samples, music genres and validation techniques will be
applied to certify the usefulness of Genetic-Fuzzy Systems for
Music Genre Classification.

V. CONCLUSION

This paper has presented a preliminary approach to Musical
Genre Classification by means of Fuzzy Rule-Based Systems
adjusted by means of Genetic Algorithms. To the best of our
knowledge this is the first attempt to employ Fuzzy Rules for
addressing this problem.

Two different musical genres has been considered, Jazz
and Classic music, and 200 samples have been successfully
classified. The experiments performed has shown very positive
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Fig. 5. Initial (grey) and Tuned MFs (black).

results despite the imprecise and very scarce input information:
three variables computed as the relationship among the four
higher energy frequencies from each of the samples and the
corresponding classification value required for the training
process.

Although the number of genres and samples have been kept
reduced for this first attempt of using FRBSs, the impressive
results obtained allow us to be optimistic for the future of
the technique. We hope to continue the research including a
larger number of genres as well as an increased number of
audio files and samples, extracted from available databases.
We hope to obtain a general FRBSs based classification system
competitive with previously described one, or even better when
provided with input information traditionally employed by
previous approaches.
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