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Fig. 3. Dynamic choice process of alternatives: Case 1.

Fig. 4. Dynamic choice process of alternatives: Case 2.

system identi�es the worst alternatives that might be removed
and the new alternatives to include in the set. These new
alternatives can be obtained from a set of new alternatives
that appeared at a time or from the supply set of alternatives
that includes all the alternatives that we had at the beginning
of the process but were not included in the discussion sub-
set because of limitations due to speci�c parameters of the
problem.

Thus, the method has two different phases.

1) Remove old bad alternatives. The �rst phase manages
situations in which alternatives of the discussion subset
are not available at the moment due to dynamic external
factors or because the experts have evaluated them poorly
and they have a low dominance degree (QGDD). There-
fore, the system checks the availability and the QGDD
of each alternative in the current discussion subset. If an
alternative is not available or has a QGDD lower than a
threshold (minQGDD), the system looks for a new good
alternative in the new alternatives subset. If this subset is
empty, the system uses the supply subset of alternatives
provided by the expert at the beginning of the decision
process and that were not taken into account then because
of the impossibility of comparing all the alternatives at
the same time. Then, the system asks for the experts�
opinions about the replacement and acts according to
them (see Fig. 3).

2) Insert new good alternatives. The second case manages
the opposite situation, i.e., when new alternatives have
emerged. The system checks if new good alternatives
have appeared in the new alternatives subset due to dy-
namic external factors. If this is the case, the system has
to identify the worst alternatives of the current discussion
subset. To do this, the system again uses the dominance
degree QGDD of all alternatives to choose the worst
alternatives. Then, the system asks for the experts� opin-
ions about the replacement and acts according to them
(see Fig. 4).

To avoid stagnation at this point, a maxTime threshold is es-
tablished. If the majority of experts that answered the question
in maxTime think that the changes are appropriate, the system
updates the discussion subset according to the aforementioned
cases. The possibility of these changes makes experts more
involved in the process and improves their satisfaction with the
�nal results.

5) Feedback Process: To guide the change of the experts�
opinions, the DSS simulates a group discussion session in
which a feedback mechanism is applied to quickly obtain a high
level of consensus. This mechanism can substitute the moder-
ator�s actions in the consensus process. The main problem is
how the experts can �nd a way of making individual positions
converge and, therefore, how it can support the experts in
obtaining and agreeing with a particular solution.
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When the consensus measureCX has not reached the re-
quired consensus level (CL) and the number of rounds has not
reached a maximum number of iterations (MAXCYCLE), de-
�ned before the decision process begins, the experts’ opinions
must be modi�ed. As aforementioned, we use the proximity
measures to build a feedback mechanism so that experts can
change their opinions and narrow their positions.

This feedback mechanism uses the proximity measures to
give simple rules on how experts’ preferences can be changed.

• Rules for changing the preferences. The rules provided by
the feedback mechanism are easy to understand and apply,
because they are provided in a natural language.

1) Each expertei is classi�ed by associating experts
to their respective total proximity measureP i

X . Each
expert is given his position and his proximity in each
alternative.

2) If the expert’s position in the ranking is high (�rst,
second, etc.), then that expert should not change
his opinion much, but if it is low, then that expert
has to substantially change his opinion. In other
words, experts who will change their opinions are
those whose individual solutions are farthest from
the collective temporary solution. At this point, we
have to calculate, using a threshold de�ned at the
beginning of the decision process, how many experts
have to change their opinions.

The rules for changing opinions are given as follows.
• If the proximity of alternativepi (xj ) is positive,

then we have the rule “decrease values associated to
alternativexj .”

• If the proximity of alternativepi (xj ) is negative,
then we have the rule “increase values associated to
alternativexj .”

B. Prototype of MDSS

Here, we present the prototype of MDSS, explaining the ar-
chitecture of the system and the communication and work�ow
that summarizes the functions of the DSS.

A DSS can be built in several ways, and the technology
that was used determines how a DSS has to be developed
[14], [15]. The chosen architecture for our prototype of MDSS
is a “client/server” architecture, where the client is a mobile
device. The client/server paradigm is founded on the concept
that clients (such as personal computers or mobile devices)
and servers (computer) are both connected by a network that
enables servers to provide different services for the clients.
Furthermore, the technologies that we have used to implement
the prototype of the MDSS comprise Java and Java Midlets for
the client software, PHP for the server functions, and MySQL
for the database management.

According to the GDM model proposed in the previous
section, the prototype lets the user send his/her preferences to
the DSS through a mobile device, and the system returns to the
expert the �nal solution or recommendations to increase the CL,
depending on the stage of the decision process. One important
aspect is that the user–system interaction can be done anytime

Fig. 5. Authentication and M-Internet connection.

Fig. 6. Problem description and selection of preference representations.

and anywhere, which facilitates expert’s participation and the
resolution of the decision process.

In what follows, we describe in detail the client and server of
the MDSS prototype.

1) Client: For the implementation of the DSS, we have
chosen a thin client model. This model primarily depends on
the central server for the processing activities. This prototype is
designed to operate on mobile devices with Internet connection.

The client software has to show to the experts the following
eight interfaces.

• Connection. The device must be connected to the network
to send/receive information to the server.

• Authentication. The device will ask for a user and pass-
word data to access the system (see Fig. 5).

• Problem description. When a decision process is started,
the device shows to the experts a brief description of
the problem and the discussion subset of alternatives [see
Fig. 6(a)].

• Selection of preference representations[see Fig. 6(b)].
• Insertion of preferences. The device will have four differ-

ent interfaces, one for each different format of preference
representation (see Fig. 7).
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Fig. 11. Functions scheme of the system.

• Consensus module. In this module, the consensus and
proximity measures are calculated by the server. If the
consensus measure has reached the minimum CL de�ned
as a parameter of the problem, the consensus process
stops. This temporary collective solution becomes the �nal
consensual solution and is sent to the experts. In other
cases, the consensus process should continue.

• Dynamic choice module of alternatives. If an old alterna-
tive has to be removed from the discussion subset or a new
alternative deserves to be inserted in the discussion subset
and the minimum CL has not been reached, the server
applies the management process of alternatives to de-
termine if the replacement should be done. To do that,
the server asks the experts if they agree with the pro-
posed change. If the majority of the experts accept it, the
discussion subsetof alternatives is updated by changing
the worst alternative of the set by the new one or by the
�rst one in the supply list.

• Feedback module. When a consensus stage is �nished
without reaching the minimum CL, the server starts a feed-
back mechanism that generates recommendations rules.
These recommendations demand the experts to change
their preferences and explain how they will do it (increas-
ing or decreasing preferences).

This way, the consensus process will converge, and
eventually, the solution will reach a high consensus degree.

The server also implements a database that stores all the data
of the problem, as well as the experts’ data, alternatives data,
preferences, consensus measures, recommendations, consensus
parameters, and selection parameters.

3) Communication and Work Flow:The DSS has to carry
out the following functions, also represented in Fig. 11. In the
diagram, we can see all the functions of the system, the form

in which they are connected together with the database, and the
order in which each of them is executed.

0) Initialization . The �rst step to the start of the execution
of the system consists of the insertion in the database of all
the initial parameters of the problem, the experts, and the set of
alternatives. Before starting the decision process, it is necessary
to set suitable values for all of the parameters according to the
problem, particularly those that limit the time that will be spent
in its resolution. It is not the same as an urgent medical situation
where experts have to quickly decide the best medical treatment
to choose a country to visit during holidays. In the �rst case,
the MAXCYCLE of the consensus process and the maximum
time of waiting for the expert opinions should be shorter than
the second one, because the �nal solution is required as soon
as possible. Therefore, these values are very dependent on the
problem at hand, and they have to be established according to
the special needs of each situation.

1) Verify the user messages and store the main informa-
tion. When an expert wants to access the system, he/she has to
send a message through M-Internet by using his mobile device.
The user can send the following two kinds of messages.

i) Preferences message. It is composed of authentication
information (login and password) and the user’s prefer-
ences about the problem, using any of these four avail-
able formats: 1)preference orderings; 2) utility functions;
3) fuzzy preference relations; or 4) multiplicative prefer-
ence relations.

ii) Change of alternatives message. It is composed of au-
thentication information (login and password) and the
answer to the change of alternatives question.The message
is veri�ed by the server, which checks the login and
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password in the database. If the authentication process is
correct, the rest of the information of the message is stored
in the database, and the server decides when the consensus
stage can start (if all experts have provided their pref-
erences) or when the change of alternatives mechanism
can be �nished (if enough experts answer the change of
alternatives question).

2) Make the experts� preferences uniform. The server
makes the information uniform by using fuzzy preference re-
lations as the base element of preferences representation. The
server saves this information in the database.

3) Computation of the set of solution alternatives. The
selection module returns the solution set of alternatives in each
stage of the decision process. All the information about the
temporary solution is saved in the database.

4) Computation of the consensus measures. In this step, the
consensus and proximity measures are computed by the server
and saved in the database.

5) Control the consensus state. In this step, the server
determines if the required agreement degree has been reached
(and thus, the decision process must �nish by applying the
selection process) or if a new round of consensus using the feed-
back mechanism that generates recommendations to change the
experts� preferences should begin.

6) Control the change of alternatives. When the minimum
CL has not been reached and alternatives deserve to be removed
or inserted in the discussion subset, the system offers the
possibility to update the discussion subset on time.

7) Generate the recommendations. In this step, the server
generates the recommendations and sends a message to the
experts advising that they can use the software again for reading
the recommendations and start a new consensus stage. To avoid
that the collective solution does not converge after several
discussion rounds, the prototype stops if the number of rounds
reaches MAXCYCLES.

The results are saved in the database and are sent to the ex-
perts through M-Internet to help them change their preferences.

8) Go to Step 1. A new round of the decision-making process
starts.

The system operation will be illustrated in more detail in the
next section, with a practical example.

C. Practical Example of MDSS

In this section, we will illustrate a simple real example of
use of the DSS. Take note of the behavior of the system under
complex problems, because the prototype allows dynamic sets
of alternatives, it manages their inputs and outputs in real time,
and it can also address problems with large sets of alternatives
them. When all the alternatives cannot be displayed on a mobile
screen at the same time, the remaining ones can be ordered in a
supply list and be evaluated later in the process. Therefore, the
system can support a big number of experts and alternatives
to solve complex problems. To illustrate how the prototype
works, we will follow the communication �ow presented in the
previous section.

TABLE I
ALTERNATIVES OF THE PROBLEM

TABLE II
EXPERTS OF THE PROBLEM AND MOBILE DEVICES USED

TABLE III
INITIAL PARAMETERS OF THE PROBLEM

The experiment dealt with the choice of the best restaurant
for a Christmas dinner by four members (experts) of a work
group. They used their last generation mobile devices, because
they live in different countries and cannot gather together to
plan the meeting.

In the beginning, the secretary of the work group had to look
for a set of available restaurants. Later, a list of six of these
available restaurants was created as the feasible candidates to
celebrate the dinner. These candidates, arranged according to
prize, made up the initial set of alternatives for the problem.

The �rst step to solve a problem using our prototype is to
insert all the parameters of the problem (experts, alternatives,
thresholds, timing, and so on) in the database. (See Tables I�III.)

When the initial parameters were de�ned according to the
problem requirements, the decision-making process starts.

Note that the set of alternatives has six restaurants X =
{R1, . . . , R6}, but we suppose that the experts cannot compare
all of them altogether. Thus, they will evaluate only four
of them (DSsize = 4), i.e., the initial discussion subset will
consist of the �rst four, X ′ = {R1, . . . , R4}. The remaining
restaurants are included in the supply set to support changes in
the discussion subset at the following iterations of the decision
process. These changes can be made when some of the current
restaurants obtain a low evaluation or are no longer available
for booking.

The �rst four restaurants are presented to the group of
four experts, E = {e1, . . . , e4}. They are asked to give their
opinions about them using our MDSS.

The experiment was carried out using a real set of the latest
technology mobile devices (see Table II). Therefore, we have
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Fig. 12. Expert preferences.

to illustrate the input and output interfaces by using a mobile
emulator provided by Sun Microsystem. The input and output
data sets are the same as in the real experiment. The interfaces
depend on the device screen but are very similar.

Experte1 gave his opinions by using preference orderings,e2

by using utility values,e3 by using fuzzy preference relations,
and, �nally, e4 by using multiplicative preference relations.
Experts’ initial opinions are shown in Fig. 12.

These preferences and the authentication information are
sent to the server by each expert, and if the authentication
process is correct, the preferences are stored in the tablepref-
erencesof the database. When the last expert has sent his
message, the decision process is started by the server.

1) First Stage in the Decision Process:
a) Uniform information module:Using the transforma-

tion functions presented in Section III-A, the system obtains
the following individual fuzzy preference relations:

P1 =

�

�
�

0.5 0.16 0.33 0
0.83 0.5 0.66 0.33
0.66 0.33 0.5 0.16

1 0.66 0.83 0.5

�

�
�

P2 =

�

�
�

0.5 0.57 0.88 0.94
0.43 0.5 0.84 0.92
0.22 0.16 0.5 0.69
0.06 0.08 0.21 0.5

�

�
�

P3 =

�

�
�

0.5 0.3 0.9 0.7
0.7 0.5 1 0.8
0.1 0 0.5 0.2
0.3 0.2 0.8 0.5

�

�
�

P4 =

�

�
�

0.5 0.66 0.97 0.82
0.34 0.5 0.91 0.66
0.03 0.09 0.5 0.18
0.18 0.34 0.82 0.5

�

�
� .

These four relations are also stored in the tablepreferences
of the database.

b) Selection module:Using the fuzzy majority criterion
with the corresponding OWA operator with the weighting
vector W = [0 .5, 0.2, 0.17, 0.13] (“most of”), the collective
fuzzy preference relation is computed as

Pc =

�

�
�

0.5 0.52 0.86 0.75
0.48 0.5 0.91 0.77
0.14 0.09 0.5 0.44
0.25 0.23 0.56 0.5

�

�
� .

We apply the exploitation process with the corre-
sponding OWA operator with the weighting vectorW =
[0.07, 0.67, 0.26] (“most of”) and compute the dominance
choice degree(QGDD i ) over the collective fuzzy preference
relation: QGDD 1 = 0 .696, QGDD 2 = 0 .702, QGDD 3 =
0.146, QGDD 4 = 0 .265.

These values represent thedominance that one alternative
has over Òmost ofÓ the alternatives according to Òmost ofÓ the
experts.

We can see that the best current candidate isR2, and the
collective order of restaurants is{ R2, R1, R4, R3} . This order
is shown as our temporary solution in this �rst consensus stage.

c) Consensus module:The system computes the indi-
vidual orders for each expert in a way similar to the global
solution, i.e.,

e1 : { R4, R2, R3, R1}

e2 : { R1, R2, R3, R4}

e3 : { R1, R2, R4, R3}

e4 : { R2, R1, R4, R3} .

Consensus degrees of the set of experts over the individual al-
ternatives are given as follows:C(R1) = 0 .55, C(R2) = 0 .66,
C(R3) = 0 .77, C(R4) = 0 .66.

The global consensus measure is computed using an OWA
operator, and we obtain the following value:CX = 0 .67.

The proximity measures are also computed using an OWA
operator:P1

X = 0 .55, P2
X = 0 .67, P3

X = 0 .78, P4
X = 1 .

As we can see, the consensus has not reached the minimum
required by the problem(CX < 0.8), and consequently, the
decision process should continue applying both the dynamic
choice process of alternatives and the feedback process.

d) Dynamic Choice Process of Alternatives:As soon as
the system has veri�ed that the minimum CL among the experts
has not been reached and before beginning a new round of
consensus, it is necessary to update all the information of the
problem that could be changed during the process.

To do so, the system tries to remove and replace the restau-
rants that cannot be booked at the moment due to theirs being
already fully booked or whose dominance degree is below the
required minimum value, i.e.,QGDD i < MinQGDD = 0 .2.
New restaurants or restaurants in waiting in the supply list are
given as replacement alternatives. In this case, all the restau-
rants are available for booking; however, La Ermita restaurant
has a choice degreeQGDD 3 lower thanMinQGDD . Due to
external factors, e.g., bookings cancelled, a new good restaurant


