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Abstract

Marketing-oriented firms are especially concerned with modeling con-
sumer behavior to improve their information and aid their decision processes
on markets. For this purpose, marketing experts use complex models and
apply statistical methodologies to infer conclusions from data. Recently, the
application of machine learning has been detected as a promising approach
to complement these classical techniques of analysis. In this paper, we follow
this idea and propose a system, addressed as Fuzzy-CSar, to extract fuzzy
association rules on certain consumption problem analyzed. But, as a differ-
entiating sign of identity from other methods, Fuzzy-CSar does not assume
any aprioristic causality (so model) within the variables forming the consumer
database. Instead, the system is responsible for extracting the strongest asso-
ciations among variables, and so, the structure of the problem. Fuzzy-CSar is
applied to a real-world marketing problem and the results are compared with
those obtained by a multi-objective genetic fuzzy system expressly designed
for this marketing problem. The results show the advantages of evolving
fuzzy association rules and the competitiveness of Fuzzy-CSar in general.

1 Introduction

Companies are constantly searching for suitable marketing opportunities to sur-
vive in increasingly turbulent and volatile markets. For this purpose, marketing
experts are especially concerned with the creation and management of key infor-
mation about the market [4]. In management and marketing disciplines, the use
of models has been usual to drive the database analysis. Model-based analytical
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processes imply that a structure of relations among the elements (i.e., variables)
of this previously known model be used to, by means of analytical methods of
study, describe or predict the behavior of those relations. This analytical approach
matches the procedure classically set by the scientific method; i.e., a researcher
works with a set of hypotheses of expected relationships among variables, those
hypotheses are empirically tested and, finally, some conclusions are extracted (e.g.,
see [7]). Basically, these are the core questions in marketing modeling, which are
usually followed to drive the information search process in marketing databases
with the aim of supporting marketing decisions. But, would it be plausible to
work without models? Doubtless, models are very necessary, though their usage
may limit the added-value extracted from the data when applied to certain kind of
decision problems in marketing. In particular, in non- or ill-structured problems,
analysis based on the a priori information offered by a model, which may disre-
gard important relationships due to the weak structure of the problem, may not
be as effective as a decision maker would expect. In these situations, the so-called
knowledge-based marketing support systems could be of great utility (see [1]) . In
this regard, several authors have proposed to apply supervised machine learning
methods, which are informed with little prior knowledge about the problem, re-
sulting in the extraction of key knowledge that was not detected by the classical
analysis methodology (e.g., see [2, 6]). Continuing with these efforts, the appli-
cation of unsupervised learning techniques which have no knowledge about the
problem structure—letting the machine extract interesting, useful, and unknown
knowledge about the market—appears as an appealing approach to these problems.

The purpose of this paper is to propose the extraction of fuzzy association rules
to discover new interesting knowledge from marketing databases. Specifically, we
focus on a database that contains information about the consumer behavior. To
achieve this, we design Fuzzy-CSar, a learning classifier system (LCS) [5] that as-
sumes no structure about the problem and evolves a diverse set of fuzzy association
rules that describe interesting associations among problem variables. Fuzzy-CSar
uses a fuzzy representation that enables the system to deal with the imprecision
of the marketing data. The system is compared with the genetic cooperation-
competition learning GCCL approach that extracts fuzzy rules that define a par-
ticular prefixed output variable [6]. The results highlight that fuzzy association
rules permit extracting key knowledge that was discovered neither by the classical
approach nor by the GCCL approach.

The paper is organized as follows. Section 2 describes the type of data found
in marketing problems, explains the classical marketing analysis approach in more
detail, and motivates the use of machine learning to tackle these problems. Section
3 describes Fuzzy-CSar. Section 4 presents the experimental methodology and
Sect. 5 analyzes the results. Finally, Sect. 6 concludes and provides further work.

2 Consumer Behavior Modeling

A common practice in consumer behavior modeling, when working with complex
models, is specifying such models to be empirically analyzed by structural equation
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modeling [6]. These models are compounded by elements (constructs) which are in-
ferred from imprecise data, i.e., the indicators or variables related to every element
of the model. As follows, we explicate these types of problems, specifically focusing
on the type of data that is made available for analysis. Then, we outline some
significant aspects related to this structural modeling methodology when applied
to a consumer behavior model and motivate the use of machine learning techniques
to obtain new interesting information. Finally, we discuss different strategies to let
machine learning techniques deal with the particularities of the marketing data.

2.1 Data Collection in Marketing

Generally, when working with these kind of complex models for consumer behavior
analysis, so with structural models, the elements of the model are divided into two
categories: (1) unobserved/latent variables, also know as constructs. They are con-
ceptually those whose measurement can not be made directly by means of a single
measure; and (2) observed variables or indicators, those related to every single
measure (i.e., an item in a multi-item measurement scale) developed to be related
to a construct. The underlying idea is that an observed variable is an imperfect
measure of a construct, but a set of indicators related to a construct, considered
altogether, may lead to a reliable measurement of said construct. Therefore, every
construct in a model is usually related to a set of observed variables. This is cur-
rently the predominant measurement approach, known as the partial-interpretation
philosophy (see [8]).

Finally, there is an especial category of constructs known as second-order con-
structs. These are characterized by not having direct association with indicators
in the measurement model, as an ordinary/first order construct has, but by being
defined by a combination of first-order construct related to them. Note that the
overall structure of these data is unconventional. Thus, machine learning tech-
niques need to be adapted to deal with them.

2.2 The Classical Approach to Deal with Marketing Data

To extract key knowledge from the data collected by questionnaires, marketing
experts use the following approach, addressed as the classical approach of analysis
in the rest of this paper. First, the expert establishes a structural model of the data,
which denotes the relationships—and directions of these relationships—among the
variables of the problem. Marketing experts create these models from a priori
information of the market and from their own experience. Then, the models are
used to establish a set of hypotheses that explain the relationship among constructs
that have been connected in the structural model. Thereafter, statistical methods
based on structural modeling methodologies are used to contrast these hypotheses.
The conclusions extracted from the analysis may cause the marketing expert to
refine the structural model and to apply again the same analysis procedure.

While it has been shown that the classical approach may provide key knowledge
of the consumer behavior analyzed, which may be used to support decision making
[7], to be based on a conceptual/structual model to drive the search of information
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in the database may hamper the discovery of some key knowledge. To extract
further interesting information, several authors have successfully applied machine
learning techniques to these types of problems. For example, in [2], the authors
used supervised learning techniques to model the consumer behavior in the Internet,
resulting in new interesting knowledge not detected by the classical approach. This
approach permitted extracting fuzzy rules that also predicted the same variable in
the consequent. In the present paper, we take some of the ideas presented in [2] as
starting point and extend them to build a system that extracts fuzzy association
rules from consumer behavior databases. Thence, we do not consider any a priori
information about the system and expect that the system provides us with any
relevant association among variables. Before proceeding with the description of
this approach, the next subsection briefly discusses how a general learning system
can be adapted to deal with the particularities of the marketing data.

2.3 Application of Machine Learning to the Marketing Data

Having discussed the importance of the application of learning techniques to mar-
keting problems, the question that must be addressed is how learning systems can
deal with the particularities of the marketing data. In general, two strategies could
be used: (1) preprocessing the input data to render them tractable with a general
learner or (2) adapting the learning technique to the particularities of the data. The
former approach implies transforming the data to a simpler format. An intuitive
approach would be to reduce the different items of a specific first-order construct
to a single value (e.g., by averaging the values); a similar approach should be used
to get an average value for second-order constructs. Another approach would be to
expand any variable measured by multiple items to multiple variables measured by
a single item and do not consider the existence of second-order constructs; then,
the data set could be reduced by means of instance selection.

Nevertheless, the underlying problem of data preprocessing is that relevant
information may be lost in the transformation process. For this purpose, Casillas
and Mart́ınez-López [2] proposed a modification of the inference process of fuzzy
rule-based systems to deal with this especial type of data, which was addressed
as multi-item fuzzification. The idea of this approach is to use fuzzy operators
to (1) aggregate by fuzzy unions (T-conorms) the information provided by the
multiple items that define a single variable and (2) intersect (with T-norms) the
partial information provided by the first-order variables that describe second-order
variables. This mechanism, included in our system, is detailed in Sect. 3.2.

So far, we have motivated the use of machine learning for marketing problems
and have highlighted the main points that must be considered in the design of our
approach. In the following section, we provide a detailed description of Fuzzy-CSar.

3 Description of Fuzzy-CSar

Fuzzy-CSar is a machine learning technique that combines genetic algorithm (GAs)
and apportionment of credit algorithms to evolve a population of fuzzy association
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rules online. In what follows, we first present the knowledge representation and
the mechanisms employed to deal with the particularities of the marketing data.
Finally, we explain the learning organization.

3.1 Knowledge Representation

Fuzzy-CSar evolves a population [P] of classifiers, where each classifier consists of
a fuzzy association rule and a set of parameters. The fuzzy association rule is
represented as

if xi is ˜Ak
i and · · · and xj is ˜Ak

j then xc is Ãk
c ,

in which the antecedent contains a set of `a input variables xi, . . . , xj (0 < `a < `,
where ` is the number of variables of the problem) and the consequent consists of
a single variable xc which is not present in the antecedent. Note that we allow
rules to have an arbitrary number of variables in the antecedent. Each variable is

represented by a disjunction of linguistic terms or labels ˜Ak
i = { Ai1 ∨ . . . ∨ Aini

}.
To avoid creating largely general rules, which may provide poor information to
human experts, the system permits the configuration of the maximum number of
linguistic terms per input variable (maxLabIn) and output variable (maxLabOut).

Each classifier has six main parameters: (1) the support supp, an indicator
of the occurring frequency of the rule and the matching degree with the input
examples; (2) the confidence conf , which denotes the strength of the implication;
(3) the fitness F , which reflects the quality of the given rule; (4) the experience
exp, which counts the number of times that the antecedent of the rule has matched
an input instance; (5) the numerosity num, which reckons the number of copies of
the classifier in the population; and (6) the average size of the association sets as
in which the classifier has participated. Before proceeding to explain the process
organization and the procedure to update the rule’s parameters, the next section
introduces the multi-item fuzzification included in the system to deal with the
marketing data.

3.2 Multi-item Fuzzification

In [6], the authors proposed the concept of multi-item fuzzification to deal with
data in which each variable was described by a set of items. This procedure, which
was incorporated into Fuzzy-CSar, considers both (1) how to compute the matching
degree of a set of items with a variable and (2) how to calculate the matching of
several first-order variables with a second-order variable.

The first idea of the method is that each individual item provides partial in-
formation about the corresponding first-order variable. Therefore, the match-
ing degree is computed as the union (T-conorm) of the information given by
each item. Thence, the matching degree of a variable i with the vector of items
~xi = (xi

1, x
i
2, . . . , x

i
pi

) is µfAi

(~xi) = maxpi

hi=1µfAi

(xi
hi

), where we consider the maxi-
mum as the union operator.
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In addition, the multi-item fuzzification considers the variables of second order
are represented by the intersection of the variables of first order. Thence, it com-
putes the matching degree as the T-norm of the matching degrees of each first-order
variable. In our implementation, we used the minimum as T-norm.

3.3 Process Organization

After explaining the classifier representation and the mechanism to compute the
matching degree in the marketing data, now we are in position to review the learn-
ing organization of Fuzzy-CSar. Fuzzy-CSar incrementally learns from a stream of
examples; at each learning iteration, Fuzzy-CSar receives an input example (e1, e2,
. . ., e`) and takes the following actions to incrementally update the classifier’s pa-
rameters and to discover new promising rules. First, the system creates the match
set [M] with all the classifiers in the population that match the input example
with a degree larger than 0. If [M] contains less that θmna classifiers, the cover-
ing operator is triggered to create as many new matching classifiers as required to
have θmna classifiers in [M]. Then, classifiers in [M] are organized in association set
candidates.

Each association set candidate is given a probability to be selected that is pro-
portional to the average confidence of the classifiers that belong to this association
set. The selected association set [A] goes through a subsumption process which
aims at diminishing the number of rules that express similar associations among
variables. Then, the parameters of all the classifiers in [M] are updated. At the end
of the iteration, a GA is applied to [A] if the average time since its last application
is greater than θGA. This process is repeatedly applied, therefore, updating the
parameters of existing classifiers and creating new promising rules online.

To completely understand how the system works, five elements need further
explanation: (1) the covering operator, (2) the procedure to create association
set candidates, (3) the association set subsumption mechanism, (4) the parameter
update procedure, and (5) the rule discovery by means of a GA. In the following
subsections, each of these elements is explicated in more detail.

3.3.1 Covering Operator

Given the sampled input example e, the covering operator creates a new classifier
that matches e with maximum degree. That is, for each variable, the operator
randomly decides (with probability 1 − P#) whether the variable has to be in the
antecedent of the rule, with the constraints (1) that, at least, a variable has to be
selected and (2) that, at most, ` − 1 variables can be included in the antecedent.
Then, one of the remaining variables is selected to be in the rule consequent. Each
of these variables is initialized with the linguistic label that maximizes the matching
degree with the corresponding input value. In addition, we introduce generaliza-
tion by permitting the addition of any other linguistic term with probability P#,
with the restrictions (1) that each variable in the antecedent contains maxLabIn
linguistic terms at maximum and (2) that each variable in the consequent contains
maxLabOut linguistic terms at maximum.
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3.3.2 Creation of Association Set Candidates

The aim of creating association set candidates or niches is to group rules that ex-
press similar associations to establish a competition among them and so let the
best ones take over their niche. For this purpose, Fuzzy-CSar uses the following
approach, which relies on the idea that rules that have the same variable with
the same or similar linguistic terms in the consequent must belong to the same
niche, since probably they would denote similar associations among variables. First,
Fuzzy-CSar sorts the rules of [M] ascendantly depending on the variable of the con-
sequent. Given two rules r1 and r2 that have the same variable in the consequent,
we consider that r1 is smaller than r2 if `1 < `2 or (`1 = `2 and u1 > u2), where
`1, u1, `2, and u2 are the position of first and the last linguistic term of the output
variable of each rule respectively.

Once [M] has been sorted, the association set candidates are built as follows.
At the beginning, an association set candidate [A] is created and the first classifier
in [M] is added to this association set candidate. Then, the following classifier k
is added if it has the same variable in the consequent, and `k is smaller than the
minimum ui among all the classifiers in the current [A]. This process is repeated
until finding the first classifier that does not satisfy this condition. In this case, a
new association set candidate is created, and the same process is applied to add
new classifiers to this association set.

3.3.3 Association Set Subsumption

We designed a subsumption mechanism with the aim of reducing the number of
different rules that express the same knowledge. The process works as follows.
Each rule in [A] is checked for subsumption with each other rule in [A]. A rule ri

is a candidate subsumer of rj if it satisfies the following four conditions: (1) ri

has higher confidence and it is experienced enough (that is, conf i > conf0 and
expi > θexp, where conf0 and θexp are user-set parameters); (2) all the variables
in the antecedent of ri are also present in the antecedent of rj (rj can have more
variables in the antecedent than ri); (3) both rules have the same variable in the
consequent; (4) ri is more general than rj . A rule ri is more general than rj if all
the input and the output variables of ri are also defined in rj , and ri has, at least,
the same linguistic terms than rj for each one of its variables.

3.3.4 Parameter’s Update

At the end of each learning iteration, the parameters of all the classifiers that belong
to the match set are updated. First, the experience of the classifier is incremented.
Second, the support of each rule is updated as

suppt+1 =
suppt · (`time − 1) + µ eA(x(e)) · µ eB(y(e))

`time
, (1)

where `time is the life time of the classifier, that is, the number of iterations that
the classifier has been in the population. Then, the confidence is computed as
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conft+1 = sum impt+1/sum matt+1, where

sum impt+1 = sum impt + µ eA(x(e)) · max{1 − µ eA(x(e)), µ eB(x(e)), and (2)

sum matt+1 = sum matt + µ eA(x(e)). (3)

Next, the fitness of each rule in [M] is computed as F = conf ν , where ν permits
controlling the pressure toward highly fit classifiers. Finally, the association set
size estimate of all rules that belong to the [A] is updated. Each rule maintains
the average size of all the association sets in which it has participated.

3.3.5 Discovery Component

The GA is triggered on [A] when the average time from its last application upon the
classifiers in [A] exceeds the threshold θGA. It selects two parents p1 and p2 from
[A], where each classifier has a probability of being selected proportional to its fit-
ness. The two parents are crossed with probability Pχ, generating two offspring ch1

and ch2. Fuzzy-CSar uses a uniform crossover operator that contemplates the re-
striction that any offspring has to have, at least, a variable in the rule’s antecedent.
If crossover is not applied, the children are a exact copy of the parents. The re-
sulting offspring may go through three different types of mutation: (1) mutation of
antecedent variables (with probability PI/R), which randomly chooses whether a
new antecedent variable has to be added to or one of the antecedent variables has
to be removed from the rule; (2) mutation of the linguistic terms of the variable
(with probability Pµ), which selects one of the existing variables of the rule and
mutates its value; and (3) mutation of the consequent variable (with probability
PC), which selects one of the variables of the antecedent and exchanges it with the
variable of the consequent.

Thereafter, the new offspring are introduced into the population. If the popula-
tion is full, excess classifiers are deleted from [P] with probability directly propor-
tional to their association set size estimate and inversely proportional its fitness.

4 Problem Description and Methodology

Having described Fuzzy-CSar, now we are in position to start with the experi-
mentation. In what follows, we first explicate the characteristics of the data and
provide a previous model that was extracted from these data by means of classical
marketing analysis. Then, we present the experimental methodology.

4.1 Problem Description

The problem addressed in this paper is the modeling of web consumers to extract
key knowledge that enable marketing experts to create a compelling online environ-
ment for these users. To tackle this problem, several authors have proposed causal
models of the consumer experience on the Internet [3]. These models have mainly
focused on the description of the state of flow during consumer navigation of the
Web, that is, the cognitive state experienced during online navigation. Reaching
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Figure 1: Theoretical model of the user experience on the Internet.

the state of flow comprises a “complete involvement of the user with his activity,”
and so, marketing experts are especially concerned with identifying the factors that
lead the user to the state of maximum flow. As follows, we present one of the most
influential of these structural models [7], which is taken as starting point in this
paper; besides, we also explain how the data used in our experiments was collected.

Figure 4.1 depicts the structural model analytically developed by Novak et al.
[7], which was described by nine constructs: skill, control, interactive speed, impor-
tance, challenge, arousal, telepresence, time distortion, and exploratory behavior.
Some of these first-order constructs were used to partially define second-order con-
structs—see, for example, that skill and control partially define the skill/control
variable. In addition, the model also considered the variable startWeb, which indi-
cated for how much time the user had been using the web.

The data were obtained by means of the surveys used in [7]. These surveys
proposed a set of questions or items that partially described each one of the nine
first-order constructs. The user was asked to grade these questions with Likert
nine-point rating scales that ranged from “strongly disagree” to “strongly agree”.
The startWeb variable was measured with a six-point rating scale that comprised
different options of usage time.

The analysis conducted in [7] identified that the following four constructs were
the most important ones to determine the state of flow : (1) skill and control,
(2) challenge and arousal, (3) telepresence and time distortion, and (4) interactive
speed. The other constructs were found to be meaningless to define flow. However,
it is worth noting that the conclusions extracted by the classical approach depended
on the initial causal model. Therefore, some key relationships may had not been
discovered. For this reason, the use of other techniques that do not employ any a-
priori knowledge about the problem, such as Fuzzy-CSar, appears as an appealing
approach to discover new valuable knowledge about the consumer.

4.2 Experimental Methodology

In order to perform a careful analysis of the capabilities and the added value pro-
vided by Fuzzy-CSar, the system was applied to three different subsets of the
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marketing data. These three experiments are explicated as follows.

Experiment 1. In the first experiment, we forced that all rules had the flow
variable as output and considered the four input variables that were found to be
relevant in Novak’s et al. model: (1) skill and control, (2) challenge and arousal,
(3) telepresence and time distortion, and (4) interactive speed. The purpose of this
experiment was to study whether Fuzzy-CSar could extract association rules that
were equivalent to the associations denoted in Novak’s et al. causal model.

Experiment 2. The second experiment was analogous to the first one, with the
exception that all the input variables were considered. The aim of this experiment
was to examine whether, with the inclusion of the variables that were considered
useless by Novak’s et al. model, we could obtain new interesting knowledge.

Experiment 3. In the last experiment, we analyzed whether we could obtain
further relevant knowledge by letting the system evolve rules with any variable
in the consequent. Thence, in this case, we were searching for any interesting
association among variables instead of focusing only on the flow varaible.

In all the experiments, Fuzzy-CSar was configured with a population size of
6 400 rules and the following parameters: P# = 0.5, Pχ = 0.8, {PI/B , Pµ, PC} =
0.1, θGA = 50, θexp = 1 000, conf0 = 0.95, ν = 1, δ = 0.1. All the variables, except
for startWeb, used Ruspini’s strong fuzzy semantics with three linguistic terms.
startWeb used six membership functions, each centered in one of the values that
the variable could take. In all cases, maxLabIn = 2 and maxLabOut = 1.

The results of Fuzzy-CSar were compared with those obtained with an evolu-
tionary multi-objective approach based on a GCCL scheme proposed in [2]. This
system was expressly designed to evolve a Pareto of fuzzy rules that described a
concrete output variable with maximum confidence and support—in the experi-
ments reported in [2], the method was applied to extract rules that described the
flow construct. The same configuration used by the authors was employed in our
experiments; that is, the system was configured to evolve a population of 100 indi-
viduals during 100 iterations, with crossover and mutation probabilities of 0.7 and
0.1 respectively. The variables used the same semantics as Fuzzy-CSar ones. The
GCCL approach was ran only on the two first experiments. We could not apply
the system to the third experiment since it required to fix a unique output variable.

Before proceeding with the experiments, it is worth highlighting the underlying
differences between Fuzzy-CSar and the GCCL approach. Fuzzy-CSar learns a
set of association rules online. It incrementally updates the parameters of rules
and uses an implicit niching mechanism to group similar rules and to apply a
GA that aims at maximizing the confidence of the rules. The system indirectly
pressures toward obtaining rules with large support since the GA is most often
applied to the rules that belong to an association set more frequently. On the
other hand, the GCCL approach explicitly optimizes the rules with respect to their
support and confidence, that is, it optimizes the Pareto front. Therefore, the GCCL
approach is more likely to evolve rules that maximize support and confidence, since
it is specifically designed with this objective, while Fuzzy-CSar is more focused on
evolving a diverse set of rules that have maximum confidence. Notwithstanding,
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Figure 2: Average Pareto front obtained by Fuzzy-CSar and the GCCL approach
considering the 9 variables of the marketing data.

we are interested in analyzing how our approach performs in comparison with a
system which is specialized in optimizing the Pareto front.

5 Analysis of the Results

This section analyzes the results of the experiments detailed above. First, we study
the results from the objective point of view; that is, we only consider the rules that
lay in the Pareto set and compare Fuzzy-CSar with the GCCL system. Second, we
extend this analysis by examining the particular rules evolved by Fuzzy-CSar and
providing some examples that evidence the added value of the association rules.

5.1 Analysis of the Quality of the Rules

As follows, we analyze (1) the experiments that fix the variable flow in the conse-
quent of the rules and (2) the experiment where any of the variables can be either
in the antecedent or in the consequent.

Experiments Forcing Flow in the Consequent. Figure 2 shows the Pareto
fronts1 obtained by Fuzzy-CSar and the GCCL approach on the second experiment,
which considers any of the nine variables in the antecedent and forces flow to be in
the consequent. These Pareto fronts are very similar to those obtained in the first
experiment, which considers only the four most relevant variables in the antecedent
(the curves are not shown for the sake of brevity). This similarity between the
Pareto fronts obtained with both experiments confirms the hypothesis that the
four variables identified as the most important ones by the models in [7] are indeed
the most relevant ones to describe the flow construct.

1The results correspond to averages of ten runs with different seeds.
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Table 1: Average number of rules evolved by Fuzzy-CSar, average number of these
rules that are in the Pareto set, and average number of rules in the Pareto sets
obtained by the GCCL approach. For each clase, the average crowding distance of
the population is provided in parentheses.

FCSar FCSar Par. GCCL Par.

Experiment 1 479.2 (2.36 · 10−3) 76.3 (1.53 · 10−2) 82.6 (1.49 · 10−2)
Experiment 2 1259.7 (9.54 · 10−4) 105.9 (1.07 · 10−2) 84.4 (1.49 · 10−2)
Experiment 3 1752.5 (6.88 · 10−4) 468.3 (2.58 · 10−3) —

Table 1 complements the analysis by reporting (1) the total number of rules
evolved by Fuzzy-CSar, (2) the number of these rules that are in the Pareto set, and
(3) the number of rules in the Pareto sets created by the GCCL approach. For each
case, the mean crowding distance between consecutive solutions of the Pareto front
are provided in parentheses. The results indicate that the Pareto set evolved by
Fuzzy-CSar is very similar to the one created by the GCCL approach. Notice that,
in both cases, the solutions are uniformly distributed along the objective space;
therefore, both systems are able to find a large variety of non-dominated solutions.
The similarity of the results highlight the robustness of Fuzzy-CSar, which is able
to generate Pareto fronts that very close to those created by a competent technique
which specifically optimizes the Pareto front.

In addition, Fuzzy-CSar also creates a set of rules (479 and 1260 for the first and
second experiment on average) which can also be interesting for human experts.
That is, Fuzzy-CSar evolves a set of distributed niches which contain rules that are
semantically different from the rules that belong to other niches. It is possible that
some of the niches contain rules that denote interesting knowledge, but that these
rules are dominated by rules of other niches. Then, although these semantically-
different dominated rules do not belong to the Pareto set, they may contain key
knowledge for marketing experts.

Experiments Permitting any Variable in the Consequent. In the third
experiment, we enabled Fuzzy-CSar to evolve any variable in the rules’ consequent.
Therefore, we let Fuzzy-CSar search for any kind of association among variables
with large confidence and support, disregarding the causal models provided by mar-
keting experts. In what follows, we analyze the difference between the Pareto fronts
created in this experiment with respect to those obtained in previous experiments.

Figure 2 includes the results of the last experiment, enabling the comparison
with the Pareto fronts evolved when the system is forced to create rules with flow
in the consequent. These results show the potential of our approach. In a single
run, Fuzzy-CSar was able to evolve a set of rules with large confidence and support,
resulting in a Pareto front that was clearly better than those of Fuzzy-CSar and
the GCCL approach when the flow construct was fixed in rules’ consequent.

To complement these results, the same figure plots the Pareto front evolved by
Fuzzy-CSar in this last experiment, but considering only the rules that predict the
flow construct. Notice that, for large confidence, this Pareto front is close to the
one evolved by the GCCL approach and Fuzzy-CSar in previous experiments where
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flow was fixed in the consequent. On the other hand, the Pareto front degrades
as the confidence of the rules decreases. This behavior can be easily explained as
follows. As the number of possible variables in the consequent increases, Fuzzy-
CSar needs to maintain a larger number of rules that belong to different niches.
In this case, the implicit niching system together with the niche-based GA and
population-wise deletion operator of Fuzzy-CSar make pressure toward maintaining
a diverse set of solutions. On the other hand, the GA also puts pressure toward
rules with maximum confidence. Therefore, the system maintains a diverse set
of solutions with maximum confidence, which goes in detriment of solutions with
smaller confidence, but larger support.

We acknowledge that similar results could be obtained by the GCCL approach
by running nine different experiments, each one fixing a different variable in the
consequent. This would result in nine different Pareto sets that should be joined
and processed to get the final Pareto set. Nevertheless, it is worth noting that
Fuzzy-CSar provides a natural support for the extraction of interesting associa-
tion rules with different variables in the consequent, evolving a set of distributed
solutions in parallel, and maintaining only those with maximum confidence.

5.2 Examples of the Added Value of Fuzzy-CSar Rules

After showing the competitiveness of Fuzzy-CSar with respect to the GCCL ap-
proach, this section analyzes the importance of the knowledge provided by some
of the rules discovered by Fuzzy-CSar. For this purpose, we show two particular
examples of rules that provide key knowledge considered neither by the structural
model [7] nor by the GCCL approach [2].

First, we selected a rule that predicted exploratory behavior, that is,

R1: IF importance is Medium and skill/control is {Small or Medium} and

focusedAttention is {Small or Medium} and flow is {Small or Medium} THEN

exploratoryBehavior is Medium [Supp.: 0.22; Conf.: 0.87].

The model proposed by Novak et al. considered that exploratory behavior was
related to only telepresence/time distortion, that is, the degree of telepresence and
the effect of losing the notion of time while browsing the web. However, rule R1

does not consider this relationship. Instead, it denotes that exploratory behavior is
determined by importance, perceived skill/control, focused attention in the browsing
process, and the state of flow. Thence, this rule indicates that intermediate values
of the variables of the antecedent explicate, with confidence 0.87, states of moderate
exploratory behaviors in the Web. The knowledge denoted by the rule may cause
the marketing expert to consider other associations among variables that were
not considered in the initial model. In particular, this relationship was initially
considered in the causal model built in [7], but it was further discarded after a
process of model refinement. Nonetheless, R1 is alerting of the importance and
strength of this association.

Second, we chose the following rule, which described focused attention:
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R2: IF importance is {Small or Medium} and chall/arousal is {Small or Medium} and

telepres/time distortion is Medium and exploratoryBehavior is {Medium or Large}

THEN focused attention is Medium [Supp.: 0.21; Conf.: 0.84]

In Novak’s et al. model, focused attention was related to neither importance nor
chall/arousal. However, rule R2 indicates that these two variables together with
telepres/time distortion and exploratory behavior may determine moderate degrees
of attention in the Web browsing. This information is especially interesting since
it contradicts the causal model. This contradiction is reasonable if we consider the
following. Differently from [7], Fuzzy-CSar does not assume any type of problem
structure. Thence, Fuzzy-CSar can discover new relations among variables that
may appear to be very useful and interesting. This may be the case of R2, which
implies that increasing the experience in the navigation process may influence,
together with the other variables, the capacity of users to focus their attention
on the Web. In summary, R2 proposes a new scenario that was not considered
before, and marketing experts may analyze whether this new knowledge needs to
be included in further revisions of the causal model.

In addition to these particular examples, it is worth emphasizing that, in gen-
eral, unsupervised learning techniques such as Fuzzy-CSar may be relevant tools
in problems for which a priori information is unknown. In these cases, association
rules may discover interesting, useful, and hidden associations among variables that
help marketing experts build a causal model.

6 Conclusions and Further Work

In this paper, we discussed the importance of applying machine learning techniques
to marketing problems—specifically, to the modeling of the consumer behavior—in
order to complement the knowledge extracted by the classical analysis approaches.
Differently from the classical approach, which requires that marketing experts pro-
vide a structural model, we proposed not to use any type of a priori information
and to use a system to discover this structural model in form of association rules.
For this purpose, we employed Fuzzy-CSar, a general-purpose unsupervised learn-
ing technique that evolves a set of association rules online and that uses adapted
inference mechanisms to deal with the particularities of the marketing data.

The empirical results showed the robustness of Fuzzy-CSar. Specifically, Fuzzy-
CSar was able to evolve non-dominated solutions with support and confidence
values similar to those created by a multi-objective GCCL approach when the
output variable was fixed. In addition, when not imposing any constraint to the
output variable, Fuzzy-CSar evolved Pareto sets that were by far superior to those
obtained by the GCCL approach.

Along with the discussion of the results, we already hypothesized that some of
the rules that were not included in the Pareto sets may also provide interesting
knowledge. In line with this observation, in further work, it would be interesting
to analyze the diversity in the populations evolved by Fuzzy-CSar in more detail.
The reported results indicate that the system is able to evolve a large variety of
rules, and only a few proportion of these rules form the Pareto front. Thence, the
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population has a large number of rules that, despite not being in the Pareto set,
can potentially provide human experts with new interesting knowledge. Therefore,
further work would focus on the analysis of the semantics of the rules and on
the design of methodologies to compare the rules obtained by different systems
according to their semantics.
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