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Abstract

Axn ordinal fuzzy Hnguistic Informa-
tion Retrieval System (IRS) based
on a multi-level weighting scheme
to represent the user queries, in a
more flexible way, is proposed. The
IRS accepts Boolean queries that
can be weighted simultaneously by
means of ordinal linguistic values
i two weighting levels: level of
terms and level of connectives. In
level of terms, the weights are as-
gocialed to a fhreshold semantics,
and In the level of connectives they
are associated to a control seman-
tics acfing as modifiers of the action
of the Boolean classical connectives
AND and OR in the retrieval pro-
cess. A new family of parameterized
soft computing operators, called S-
LOWA operators, is introduced for
modelling that control semantics in
the action of the connectives AND
and OR.

Keywords: Information Retrieval,
Weighted Queries, Linguistic Mod-
elling.
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Intiroduction

Information Retrieval (IR) may be defined,
as the problem of the selection of documen-
tary information from storage in response to
search questions provided by a user, which are
expressed by a query [1, 14]. Information Re-
trieval Systems (IRSs) deal with documentary
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bages containing textual, pictorial or vocal in-
formation, organized in documents, and pro-
cess user queries trying to allow the user to ac-
cess to relevant information in an appropriate
time interval. IRSs present three components
to carry out this activity [10]: 1) & database:
to store the documents and the index terms,
it} a guery subsystem: to formulate the user
queries, and iii) an evaluation subsystem: to
obtain the Retrieval Status Value (RSV) for
each docmment. The query subsystem sup-
porks the user-IRS interaction, and therefors,
it should be able to deal with the imprecision
and vagueness typical of human communica-
tion. This aspect may be modelled by means
of the introduction of weights in the query
language. By atfaching weights in a query, a
user can increase his/her expressiveness and
provide a mors precise description of his/her
desired documents. Fuzzy Set Theory pro-
vides a soft computing methodology for han-
dling urcertain information and a good math-
ematical basis, which may be used to model
and process the weights in the queries. Many
authors have proposed fuzzy weighted IRS
models asswning numeric weights [2, 3, 8, 7).
However, it seems more natural to charac-
terize the contents of the desired documents
by explicitly associating a lnguistic weight
to clements in a query, such as "important”
or "very important”, instead of a numerical
value. 5o, some fzzy linguistic IRS models
[4, 5, 10, 11, 12] have been proposed using a
Juzzy bnguistic approach [19, 20, 21] to model
the query weights and R5Vs, bemg useful the
called ordinal fuzzy linguistic approach [9]. As
it is shown in [10], this approach allows us to




reduce Lhe complexity of the design of I5Ss.

in order to formalize fuzzy weighted query-
ing, we have tc agree upon the query ele-
ments thalt @ user can weigh and some as-
pects of the semantics associated to the query
weights as well. Most of the existing 1RSs
uze Boolean queries [1, 14]. In this context,
each user query is expressed as a combina-
tion of the index terms which are connected
By the logical connectives AND (A), OR (v),
and NOT (=). Thereby, the retrieval process
can be controlled from four different weight-
ing levels [10, 12]: 1) level of individual terms,
i) level of sub-expressions, which are asso-
ciations of terms related by logical connec-
tives, iii) level of the whole query, which s
she bigeest sub-expression, and iv) level of
logical connectives. The first three levels are
the most often applied by users. Usually, in
these weighting levels weights have been in-
terpreted using any of the following four dif-
farent semantics [3, 10, 12]: 1) as a messure of
the importance of a specific element in repre-
seniing the query, or i} as a threshold to aid
in matching a specific document to the query,
or ifi) as a description of an ideal or perfect
document, or iv) as a limit on the amount of
documents to be retrieved for o specific ele-
ment., The weighting level of logical connec-
tives hag nol been studied very much. How-
ever, its use can enable users to represent their
requirements better. For example, a connec-
tive weight can be an expression of a desired
interrelationship between the specified terms
in the query, and as such it can be seen as
a user parameter that controls the action of
the Jogical connectives in the evaluation of Lhe
relevance of documents from query terms.

The main aim of the paper is to present a lin-
guistic TRS based on a multi-level weighted
query subsystem that allows users: 1) to set
the qualitative aspects of the desired decu-
ments by mean of a threshold semantics in
the level of the terms, and i) to introduce a
control semantics, in the lavel of connectives,
to model the behaviour of the logical connec-
tives in a more flexible way. We introduce a
family of parameterized soft computing oper-
ators, called S-LOWA operators, which allows

™)

s to model the coutrol semaniics of the con-
nectives welghts.

The paper is set out as follows. The ordinal
fuzzv linguistic approach together with the S-
LOWRA operators are presented in Section 2.
The fuzzy weighted linguistic IRS is defined
in Section 3. Finally, Section 4 includes our
conclusions.

%  The Ordinal Fuzzy Linguistic
Aporoach

The ordinal fuzzy Lnguistic approach is a
fuzzy approximate technique appropriate to
deal with qualitative aspecis of problems [10].
It models linguistic information by means of
ordinal lingnistic labels supported by a lin-
guistic variable 19, 20, 21]. A linguistic vari-
able is defined by means of a syntactic rule
and a semantic rule. In an crdinal fuzzy
linguistic approach the syntactic rule is de-
fined by considering a finite and totally or-
dered label set & = {s;},i € {0,....G} in
the usual sense, ie., 8 = s if 4 = j, and
with odd cardinality (such as T or 9 labels),
where the mid term represenls an assessment
of “aporoximately 0.57, and the rest of the
terms being placed symmetrically around if.
The semantics of the linguistic term set is es-
tablished from the ordered structure of the
termn sef by considering that each linguistic
term for the pair (s;,s¢_;) is equally infor-
mative. In any linguistic approach we need

=
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operators of management of linguistic infor-
mation, such as: 1) a minimization operator,
MIN(s,,55) = 5 if a<=b, i) a marimiza-
tion operator MAX (84, %) = 5a if a == 1,
i) a negation operator NEG(s;) = 55 | =
G —1, and iv) some aggregation operators, [or
example the LOWA operator [9].

2.1 The LOWA Operaior

Definition 1. Lef A = {ay....,en} b2 @
set of labels Lo be aggregaied, then the LOWA
operator, ¢, is defined as ¢lu1,... . 6m) =
w - BT = ¢ {up, b,k =1,...,m} =w ©
b& (1 —wi) ©C™ B b b = 2, ., m}
where W = [wi,....wn], 45 o weighiing vec-

tor, suech that, w; € [0.1] and Ty = 1.
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{Byoones } is 5 vector asso ed to A, such
tha J = {c:g ..... st oy T tbhere

] = 7 wm‘z ¢ being o per-
i 1 over f,he set of labels A. C™ s the
CONEET (,o-m-br.naﬁioﬂ, operator of m lobels and
if m=2, then it is defined as CHw;, b i =
1.2} = w1 @88 (1 —w1) O s = s, such
min{G,i + round{w; - (§ —
N} 55, s € S, (J = 14) where"round” is the

usual round operation, and bl = st by =g If

wi = 1 endw; = 0 with i # j Vi, then the con-
vex: combination is defined as: C™{w;, by, i =
1. m) = by

The behavior of the LOWA operator can be
controlled by means of the weighting vector
1. For example,

lar; .. 0m) = MAX(ag) f W™ =1,...,0],
olay; - sam) = MINi(a;) W, =]0;..., 1],
&lan; .- 0m) = Avela;) n‘hu_{j].,,,,%}

OWA GpEer ators with re-

In order to classify
spect to their location between and and orn
Yager [17] introduced a measure to charac-
terize the type of aggregation for a particular
weighting vector W. -This measure, called or-
ness measure of the aggregation, is defined as

m

Z 3 3\<L1

=1

orness(W) =
m —
This measure, which lies in the unit inter-
val, characterizes the degree to which the ag-
gregation is like an or (MAX) operation. It
can be eagily shown that orness(W=) = 1,
orness(W.) = 0, and orness(W,4) = 5. Note
that the nearer W iz to an or, the closer
s measure is to one; while the nearer it
5 to an and, the closer is to zero. Thers-
fore, ag we move weight up the vector we in-
crease the erness(W), while moving weight
down causes us to decrease orness{W). We
can easily see that the dual operator of an
OWA operator defined with weighting vector
W = [ = wy, _sp1] satisfies that

_,:\\

I
o

orness(W) orness{ W

and thersfore, if an OWA operator is orlike
then its dual 1s endlike. The andness measure
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Grdne:

S-LOWA Opera

2.2 The 8

In our iinguistic weighted TRS we need to ag-
gregate ordinal fuzzy linguistic information
and at the same time to interpret the connec-
tive weights. To do so, we introduce a new
family of operators based on the LOWA op-
erators [9], called S-LOWA operators.

The problem of the OWA operators is the de-
termination of the weighting vector. A num-
ber of approaches have been suggested lor ob-
taining the weights [16, 17]. Some of them
allow the participaticn of users in the pro-
cedure for calculating the weights. In such

AEOTVA. Soerator
of OWA operator

cases, the behavion
guided or controlled by the user’s preferences.
One of these procedures consists of generating
the weights from parameters provided by the
users, In [18] were p:esenl ed two parameter-
denoted S-0WA oper-
ators, which can learn weighting vector from
the orness and andness expressed by a user,
respectively. The first operator Is an orfike
S-OWA operator with weighting vector W50
defined as

ized OWA uDe“ﬂ.mb

-2
1wy = 2-a—1,ac(05,1]
™
79 .
= — fori=2,..., 1™,
with ¢ = grness(W97). The second one is an

andlike S-OWA operator with weighting vec-
tor W94 defined as

2—2-c e
W, = +2-a—1, e [05,1],
m
2l
wy=———"Tori=1...,m—1,
m

with & = andness(W54). When o = 0.5
both OWA operators reduce to the arithmetic

mean Operator.

Then, in the evaluation of the user gueries
we shall use an oendlike S-LOWA operator
(¢54) and an orlike S-LOWA operator (650)
Lo model the soft computing of the query log-
ical connectives AND and OR, respectively.




3 A Weighied Lingu
In this Section, we present a weighted lin-
suistic RS model using the above ordinal
fuzzy linguistic approach. This IRS presents a
multi-level weighting scheme for formulating
the user queries. In particular, it allows users
With a such scheme users can control better
the retrieval of their desired documents.

3.1 Thae Documentary Database

D = {di,...,;dn]} is a finite set of documents
or records. Bach document is represented by
means of a finite set of index terms 7 =
{%1, ..., %} The index terms describe the sub-
ject content of each document by means of a
numeric indexing funcsion F: Dx T — [0,1].
Then, each document d; is represented as a
fozzy subset of T characterized by the mem-
bership function J, dj = Zf;:z Fild )/t

2.2 The Query Bubsystem

The query subsystem accepts weighted
Boolean queries whose query weights are ordi-
nal linguistic values. By assigning weights in
querics, users specify restrictions on the doe-
uwments that the IRS has to sabisly in the re-
trieval aclivity. We observe that in a typical
Boolean query there are four possible weight-
ing levels [10, 12]: the level of terms, the level
of sub-exprassions, the level of whole query
and the level of the Boolean connectives AND
and OR. Most defined TRSs support mainly
the first three weighting levels, although not
simultaneonsly. However, it is obvious thal
the retrieval activity strongly depends on the
operators used to model the action of connec-
tives. Therelore, the use of the fourth level
would allow users to control the action of ap-
erators and guide better the retrieval of their
desired documents.

We assume that users can simultaneously use
two weighting levels, terms and connectives,
to express their desired documents. Accord-
ingly. the set of the legitimate queries Q is
defined by the llowing syniactic rules:

1.- Vg =< tjct >— g€ @, where §; € T and

~

2 = O £ )
= Do £ € ¢ €4,

2-vg =< G C

. where ¢ € S is the ordinal linguistic weights

assigned by a user in the weighting level of
connectives to combine terms in the sub-
expressions. This rule defines the queries ex-
pressed by conjunctive queries AND.

ne=2 2
B-V¥g =< Vo[t g € @ =g € a.
This rule defines the gueries expressed by dis-
junctive gueries OR.
4-Ygq — —¢ € Q. This rule defines negated
queries.

5.- All legitimate queries are only those ob-

“tained by applving rules 1-4, inclusive.

We should point out that ail ordinal linguis-

tic weights used in 2 guery are terms of the
linguistic variable Importence, but modeling
iations depend-

To sum up, we propose a guery subsystem
with a muiti-level weighted query language
which managss two possible weighting lev-
els. Then, in the formulation of any query
the users can assign two kinds of weights: 1}
weights on query terms which are associated
to a fhreshold semantics, and 2) weights on
query connectives which are associated to a
conirol semantics. By associating threshold
weights [6, 7, 13] with terms in a query, the
user is asking to see all the deouwments guf-
ficientiy related to the topics represented by
such terms. The weights in the connectives
can act ag modifiers of the action of classi-
cal connectives AND and OR. By assigning
weights in the connectives of a query the users
can carry out a soft control on the retrieval of
system in order to guide its action towards
their desired documents. The control seman-
tics defines weighis of connectives AND and
OR as andness and orness messures that con-
{rol the restrictive and inclusive behaviour of
the connectives AND and OR in the compu-
tation of RSVs, respectively.
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3 The Eialuation

e

The evaluation subsystem is implemented by
the wmatching or evaluation function £, which
assesses the relationship between Q and D by
means of linguistic RSVs taken [rom the lin-
guistic variable ”Relevance”. Therefore, the
ooal of £ consists of evaluating documents
?n terms of their relevance to a multi-level
weighted query according to two weighting
dvels, We define £ by means of a construc-
tive bottom-up evaluation process that satis-
fies the criterion of separability [8, 15] at the
same time as supporting all the weighting se-
mantics.

The evaluation function & acts in two steps:
1} firsely, the documents are evaluated accord-
ng to their relevance only fic atoms of the
query. In this step, a partial RSV is assigned
to cach document with respect to each atom,
and 2} the documents are evaluated according
to their relevance to Boolean combinations of
atomic components (their partial RSVs), and
so on, working in a bottom-up method until
the whole query is processed. In this step, a
total RSV is assigned to each document with
regpect to the whole query. Therefore, a set
of linguistic terms & is used to represent the
relevance values.

Then, given any query ¢ € @, we define £ :
D x @ — & according to the [ollowing four
evaluation rules:

L. If g = {t;,c!) then
£(d;, ) = gldj, ti,ch),

where g : D x T x & — & is the linguistic
matching function to model the threshold se-
mantics defined to the following expression:

TR
5y its, >e
glds,tne)y = 7° e
3 S, otherwise.

where s, = Label(F(d;, %)), Label : [0,1] —
& 15 a function that assigns a label in S to a
numeric value r € [0,1] according o the ex-
pression: Label(r) = s; with 4 = round(G ),
being round(-) the usual "round” operator;
b = man(G.a + round(2 - '{‘7—5'3)) and ¢ =
maz(0,a — round(2 - 9—;‘:—")}

' EURQFUSE WORKSHOP

New Trends in Preferance Modelling

£ Q. then

with RSVi; = E(dy, qi)7k.

4, If g iz negated then

a1

When the evaluation subsystem finishes, the
IRS presents the retrieved documents ar-
rauged in linguistic relevance classes in de-
creasing order of £, in such a way, that the
meximal number of classes is limited by the
cardinality of the set of labels chosen for the
linguistic variable Relevance.

4 Conclusions

In this paper, we Lave presented an ordinal
fuzzy linguistic IRS model that accepts multi-
level weighted Boolean gueries and returns
documents arranged in relevance classes la-
beled with ordinal linguistic values. Its main
advantage with respect to other IRSs is that
users can specify better the characteristics of
documents that they desire by means of two
levels of weighting: level of terms and level
of connectives. In such a way, users control
or guide better the retrieval process of IRS in
order to effectively retrieve documents satis-
fying their concepts of relevance.
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