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Abstract

A new family of parameterized soft comput-
ing operators, called S-LOWA operators, is
proposed for modelling the control semantics
in the action of the connectives AND and OR
in an ordinal fuzzy linguistic information re-
trieval system.
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1 Introduction

Information Retrieval (IR) may be defined, as the
problem of the selection of documentary information
from storage in response to search questions provided
by a user, which are expressed by a query [1, 14]. In-
formation Retrieval Systems (IRSs) deal with docu-
mentary bases containing textual, pictorial or vocal
information, organized in documents, and process user
queries trying to allow the user to access to relevant
information in an appropriate time interval. IRSs
present three components to carry out this activity
[10]: i) an archive of documents: to store the docu-
ments and the index terms, i) a query subsystem: to
formulate the user queries, and iii) an evaluation sub-
system: to obtain the Retrieval Status Value (RSV)
for each document. The query subsystem supports
the user-IRS interaction, and therefore, it should be
able to deal with the imprecision and vagueness typ-
ical of human communication. This aspect may be
modelled by means of the introduction of weights in
the query language. By attaching weights in a query, a
user ean increase his/her expressiveness and provide a
more precise description of his/her desired documents.
Fuzzy Set Theory provides a soft computing method-
ology which may be used to model and process the
weights in the queries. Many authors have proposed
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fuzzy weighted TRS models assuming numeric weights
[2, 3, 6, 7]. However, it seems more natural to char-
acterize the contents of the desired documents by ex-
plicitly associating a linguistic weight to elements in
a query, such as ”important” or “very important”, in-
stead of a numerical value. So, some fuzzy linguistic
IRS models [4, 5, 10, 11, 12] have been proposed us-
ing a fuzzy linguistic approach [19] to model the query
weights and RSVs, being useful the called ordinal fuzzy
linguistic approach [9].

Most, of the existing IRSs use Boolean queries [1, 14].
In this context, each user query is expressed as a com-
bination of the index terms which are connected by
the logical connectives AND (A), OR (V), and NOT
(—). Thereby, the retrieval process can be controlled
from four different weighting levels [10, 12]: 1) level
of individual terms, i) level of sub-ezpressions, which
are associations of terms related by logical connectives,
iii) level of the whole guery, which is the biggest sub-
expression, and iv) level of logical connectives. The
first three levels are the most often applied by users.
Usually, in these weighting levels weights have been
interpreted using any of the following four different se-
mantics [3, 10, 12]: i) as a measure of the importance of
a specific element in representing the query, or ii) as a
threshold to aid in matching a specific document to the
query, or iii) as a description of an ideal or perfect doc-
ument, or iv) as a limit on the amount of documents
to be retrisved for a specific element. The weighting
level of logical connectives has not been studied very
much. However, its use can enable users to represent
their requirements better. For example, a connective
weight can be an expression of a desired interrelation-
ship between the specified terms in the query, and as
such it can be seen as a user parameter that controls
the action of the logical connectives in the evaluation
of the relevance of documents from query terms.

The main aim of the paper is to present a family of pa-
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rameterized soft computing operators, called S-LOWA
operators, which allows users to model in a soit way
the semantics of the Boolean connectives of the queries
in fuzzy linguistic IRSs.

The paper is set out as follows. The ordinal fuzzy lin-
guistic approach together with the S-LOWA operators
are presented in Section 2. The fuzzy weighted lin-
guistic IRS is defined in Section 3. In Section 4 an
example of performance is shown and finally, Section
3 includes our conclusions.

2 The Ordinal Fuzzy Linguistic
Approach

The ordinal fuzzy linguistic approach is a fuzzy ap-
proximate technique appropriate to deal with quali-
tative aspects of problems [10]. It models linguistic
information by means of ordinal linguistic labels sup-
ported by a linguistic variable [19]. A linguistic vari-
able is defined by means of a syntactic rule and a se-
mantic rule. In an ordinal fuzzy linguistic approach
the syntactic rule is defined by considering a finite
and totally ordered label set & = {s;}.1 £ {0,...,G}
in the usual sense, ie., 5; 2 s; if i 2 7, and with
odd cardinality (such as 7 or 9 labels), where the mid
term represents an assessment of "approximately 0.5”
assuming the unit interval [0,1] as reference domain,
and the rest of the terms being placed symmetrically
around it. The semantics of the linguistic term set is
established from the ordered structure of the term set
by considering that each linguistic term for the pair
(51, 8g-4) is equally informative. In any linguistic ap-
proach we need operators of management of linguis-
tic information, such as: i) a minimization operator:
MIN(sq,5,) = 54 if @ <= b, i) a mazimization op-
erator: MAX(s,,8;) = 8, if a >= b, iii) a negation
operator: NEG(s;) = s; | j = G —1, and iV) some ag-
gregation operators, for example the LOWA operator

9]-

2.1 The LOWA Operator

Definition 1. Let A = {o1,...,am} be a set of lo-

bels to be aggregated, then the LOWA operator, ¢, is

defined as

$(a1,-..,am) = W-BT =C™{wy, by, k = 1,...,m}=

=w; Gh & (l—w)OC™ YB, b, h=2,...,m}

where W = [wi,...,wy], is a weighting vector, such
that, wy € [0,1] and Tjw; = 1. By = wp/SPwp, b =
2,...,m, and B = {b1,...,by,} is o vector associated

to A, such that, B = (A) = {ay),- .-, Qo (m)} where,

Qo(j) S Og(y) V1< J, with ¢ being a permutation over

the set of labels A. C™ is the conver combination op-
erator of m labels and if m=2, then it is defined as

CHwi, bii=1,2} = w1 @858 (1 —w1) ©s: = 55,

such that k = min{G,7 + round(w; - (j—%))} sj, 8 €
S.(j = i) where "round” is the usual round operg-

tion, and by = 85, by = 5. Fw; = 1 and vy =
0 with i # j Vi, then the conver combination is de-
fined as: C™{ws, bi,i=1,...,m} =b;.

The behavior of the LOWA operator can be controlled
by means of the weighting vector W.

In order to classify OWA operators with respect to
their location between and and or, Yager [17] intro-
duced a measure (orness measure) to characterize the
type of aggregation for a particular weighting vector
W.

This measure, which lies in the unit interval, charac-
terizes the degree to which the aggregation is like an
or (MAX) operation. Note that the nearer W is to an
or, the closer its measure is to one; while the nearer 1t
is to an and; the closer is to zero. We can easily sec
that the dual operator of an OWA operator defined
with weighting vector W" = [w! = w,,_;11] satisfies
that orness(W) = 1 — orness(W"), and therefore, if
an OWA operator is orlike then its dual is andlike.
The andness measure can be defined from the orness
measure as [17] andness(W) = 1 — orness(W).

2.2 The S-LOWA Operators

In our linguistic weighted IRS we need to aggregate
ordinal fuzzy linguistic information and at the same
time to interpret the connective weights. To do so,
we introduce a new family of operators based on the
LOWA operators [9], called S-LOWA operators.

The problem of the OWA operators is the determina-
tion of the weighting vector. A number of approaches
have been suggested for obtaining the weights [16, 17].
Some of them allow the participation of users in the
procedure for calculating the weights. In such cases,
the behaviour of OWA operator may be guided or con-
trolled by the user’s preferences. One of these proce-
dures consists of generating the weights from param-
eters provided by the users. In [18] were presented
two parameterized OWA operators, denoted S-OWA
operators, which can learn weighting vector from the
orness and andness expressed by a user, respectively.
The first operator is an orlike S-OWA operator with
weighting vector W59 defined as w; = % + 2.
o—1,0 € [05,1], w; = 2522 for { = 2,...,m, with
a = orness(W*9). The second one is an andlike -
OWA operator with weighting vector W54 defined as







