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Summary. Nowadays, an abundant amount of information is created and delivered
over electronic media. The information gathering in Internet is a complex activity
and Internet users need tools to assist them to find the information required. Web
multi-agent systems assist the users by gathering from Internet the information that
best satisfies their specific needs.

In this paper, we analyze some techniques that applied together could provide
major advances in the design of these Web multi-agent systems in order to improve
their performance: i) information filtering tools and ii) the fuzzy linguistic modelling.
Then, we present a model of a fuzzy linguistic multi-agent system for searching and
mining the Web that is designed using some filtering tools and a particular fuzzy
linguistic modelling, called multi-granular fuzzy linguistic modelling, which is useful
when we have different label sets to assess the information.

Keywords: Web, fuzzy linguistic modelling, information filtering, informa-
tion retrieval, intelligent agents.

1 Introduction

The exponential increase of Web sites and documents is contributing to that
Internet users not being able to find the information they seek in a simple and
timely manner. Users are in need of tools to help them cope with the large
amount of information available on the Web [22, 23]. Therefore, techniques
for searching and mining the Web are becoming increasing vital.

A multi-agent system is one in which a number of agents cooperates and
interacts with each other in a distributed environment. On the Web the activ-
ity of a multi-agent system consists in to assist Internet users in information
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gathering processes by means of distributed intelligent agents in order to find
the fittest information to their information needs. In a typical multi-agent
system, the agents work together to achieve a global objective based on dis-
tributed data and control. Multi-agent systems have been widely used in Web
applications [4, 24, 25].

In this paper we study two techniques that applied together can contribute
to achieve major advances in the design of Web multi-agent system in order
to improve their performance:

• Information Filtering Tools: A promising direction to improve the infor-
mation access on the Web concerns the way in which it is possible to filter
the great amount of information available across the Web. Information
filtering is a name used to describe a variety of processes involving the
delivery of information to people who need it. Operating in textual do-
mains, filtering systems or recommender systems evaluate and filter the
great amount of information available on the Web to assist people in their
search processes [28].

• Fuzzy Linguistic Modelling: The great variety of representations and eval-
uations of the information in Internet is the main obstacle to the commu-
nication among the agents and between agents and user from what is very
important the design of appropriate communication protocol. The prob-
lem becomes more noticeable when users take part in the process. This
reveals the need of more flexibility in the communication among agents
and between agents and users. To solve this problem we propose the use
of fuzzy linguistic modelling [13, 14, 29] to represent and handle flexible
information by means of linguistic labels.

Firstly, we revise the main aspects and models of information filtering tools,
as for example, the content-based filtering tools and the collaborative filtering
tools. Then, we revise different approaches of fuzzy linguistic modelling to
represent the information in the information gathering process of a Web multi-
agent system, as for example, the ordinal fuzzy linguistic modelling [13, 9], the
2-tuple fuzzy linguistic modelling [14, 16], the multi-granular fuzzy linguistic
modelling [12, 15] and the unbalanced fuzzy linguistic modelling [10, 11]. And
finally, we present a model of fuzzy linguistic multi-agent system which is
designed using both information filtering tools and a multi-granular fuzzy
linguistic modelling.

The paper is structured as follows. Section 2 revises the information fil-
tering techniques. Section 3 analyzes different approaches of fuzzy linguistic
modelling. Section 4 presents the new model of fuzzy linguistic multi-agent
system for gathering information on the Web. Finally, some concluding re-
marks are pointed out.
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2 Information Filtering Tools

Information gathering in Internet is a complex activity. Find the appropriate
information, required for the users, on the World Wide Web is not a simple
task. This problem is more acute with the ever increasing use of the Inter-
net. For example, users who subscribe to internet lists waste a great deal
of time reading, viewing or deleting irrelevant e-mail messages. To improve
the information access on the Web the users need tools to filter the great
amount of information available across the Web. Information Filtering (IF)
is a name used used to describe a variety of processes involving the delivery
of information to people who need it. It is a research area that offer tools
for discriminating between relevant and irrelevant information by providing
personalized assistance for continuous retrieval of information.

IF systems are characterized by [8]:

• are applicable for unstructured or semi-structured data (e.g. web docu-
ments, e-mail messages),

• are based on user profiles,
• handle large amounts of data,
• deal primarily with textual data and
• their objective is to remove irrelevant data from incoming streams of data

items.

We can find some of the above features in Information Retrieval (IR) systems,
but IF differs from traditional IR in that the users have long information needs
that are described by means of user profiles, rather than ad-hoc needs that
are expressed as queries posed to some IR system. Traditionally IR develops
storage, indexing and retrieval technology for textual documents. A user de-
scribes his information need in the form of a query to the IR system and the
system attempts to find items that match the query within a document store.
The information need is usually very dynamic and temporary, i.e., a user is-
sue a query describing an immediate need. Furthermore, information retrieval
systems tend to maintain a relatively static store of information. Unlike IR
systems, IF systems generally operate on continuous information streams, and
always maintain a profile of the user interests needs throughout many uses of
the system. As a result, IF systems tend to filter information based on more
long-term interests.

Traditionally, these IF systems or recommender systems have fallen into
two main categories [26]. Content-based filtering systems filter and recommend
the information by matching user query terms with the index terms used in
the representation of documents, ignoring data from other users. These rec-
ommender systems tend to fail when little is known about user information
needs, e.g. as happens when the query language is poor. Collaborative filter-
ing systems use explicit or implicit preferences from many users to filter and
recommend documents to a given user, ignoring the representation of docu-
ments. These recommender systems tend to fail when little is known about a
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user, or when he/she has uncommon interests [26]. In these kind of systems,
the users’ information preferences can be used to define user profile that are
applied as filters to streams of documents; the recommendations to a user
are based on another users’ recommendations with similar profiles. Many re-
searchers think that the construction of accurate profiles is a key task and the
system’s success will depend to a large extent on the ability of the learned
profiles to represent the user’s preferences [27]. Several researchers are explor-
ing hybrid content-based and collaborative recommender systems to smooth
out the disadvantages of each one of them [1, 2, 7, 26].

2.1 Approaches in the Design of IF Systems

In this section we present two major approaches followed in the design and im-
plementation of IF systems, that is, the statistical approach and the knowledge
based approach [8].

2.1.1. Statistical Approach

This kind of IF systems represents the user profiles as weighted vector of
index terms. To filter the information the system implements a statistical
algorithm that computes the similarity of a vector of terms that represents
the data item being filtered to a user’s profile. The most common algorithm
used is the Correlation or the Cosine measure between the user’s profile and
the document’s vector.

The filtering activity is followed by a relevance feedback phase. Relevance
feedback is a cyclic process whereby the user feeds back into the system deci-
sions on the relevance of retrieved documents and the system then uses these
evaluations to automatically update the user profile.

2.1.2 Knowledge Based Approach

IF systems that follow the knowledge based approach utilize Artificial Intelli-
gence techniques, such as production rules, neural networks and evolutionary
genetic algorithm, to represent user profiles and to implement the filtering
and the learning (feedback) phases.

• Rule based IF systems: These IF systems use rules to represent user
profiles, where each rule can represent a user information need or pattern of
information filtering. For example, in e-mail messages, rules can be defined
and applied to fields that appear in the message header (e.g. subject or
sender). The rules may contain instructions on how to handle a message,
depending on the values of these fields. The rules allow us either to filter
out the data item or to treat it as relevant. For example, if the sender of
an e-mail does not appear in a certain predefined list, the message gets a
low relevance rank.
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• Neural networks based IF systems: A neural network is an inter-
connected assembly of simple processing elements, units or nodes, whose
functionality is roughly based on the animal neuron. The processing abil-
ity of the network is stored in inter-unit connection weights, obtained by
a process of adaptation to, or learning from, a set of training patterns.
The weights are supposed to adapt when the net is shown examples from
training sets. Neural networks can also be applied in IF systems, where a
user profile is representing a user’s concept with unseen associations, that
adapts from training.

• Evolutionary genetic algorithms based IF systems: Evolutionary
genetic algorithm based techniques borrow their model from the Darwinian
concept of the natural process of survival. Nature selects the most fit indi-
viduals to survive, and genetic patterns are passed by the individuals down
through generations. The changes take place by recombining the genetic
codes of pairs of individuals. These features allow us to apply an evolu-
tionary and genetic approach in IF systems. The analogy in information
filtering makes use of the vector space model to represent documents. In
this model, a gene would be represented as a term, an individual as a doc-
ument in the vector space, and the community as a profile. An appropriate
objective function is introduced as the survival process, to decide whether
to update the profile.

2.2 On the Acquisition of User Data

Another topic that we must have in mind when we design a IF system is the
method to gather user information. In order to discriminate between relevant
and irrelevant information for a user, we must have some information about
this user, i.e. we must know the user preferences. Information about user
preferences can be obtained in two different ways [8], implicit and explicit
mode, although these ways not be mutually exclusive.

The implicit approach is implemented by inference from some kind of
observation. The observation is applied to user behavior or to detecting a
user’s environment (such as bookmarks or visited URL). The user preferences
are updated by detecting changes while observing the user.

The other approach, the explicit approach, interact with the users by ac-
quiring feedback on information that is filtered, that is, the users express some
specifications of what they desire. This approach is the most common.

3 Fuzzy Linguistic Modelling

There are situations in which the information cannot be assessed precisely
in a quantitative form but may be in a qualitative one. For example, when
attempting to qualify phenomena related to human perception, we are often
led to use words in natural language instead of numerical values, e.g. when
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evaluating the comfort or design of a car, terms like good, medium or bad
can be used. In other cases, precise quantitative information cannot be stated
because either it is unavailable or the cost for its computation is too high and
an ”approximate value” can be applicable, eg. when evaluating the speed of a
car, linguistic terms like fast, very fast or slow can be used instead of numeric
values.

The use of Fuzzy Sets Theory has given very good results for modelling
qualitative information [29]. The fuzzy linguistic modelling is a tool based
on the concept of linguistic variable [29] to deal with qualitative assessments
in the problems. It has proven its useful in many problems, e.g., in decision
making [13], quality evaluation [21], models of information retrieval [17, 18],
etc.

In this section, we revise four different approaches of the fuzzy linguistic
modelling which can provide a different support to represent the linguistic
information managed in the communication processes developed by the multi-
agent systems:

1. Ordinal fuzzy linguistic modelling [13, 9], which is defined to eliminate the
excessive complexity of the traditional fuzzy linguistic modelling [29].

2. 2-tuple fuzzy linguistic modelling [14, 16], which is is defined to improve
the performance of the ordinal fuzzy linguistic approach.

3. Multi-granular fuzzy linguistic modelling [12, 15], which is defined to deal
with situations in which the linguistic information is assessed on different
label sets.

4. Unbalanced fuzzy linguistic modelling [10, 11], which is defined to deal with
situations in which the linguistic information is assessed on an unbalanced
label set, that is, a non-symmetrical and non-uniform label set.

3.1 The Ordinal Fuzzy Linguistic Modelling

The ordinal fuzzy linguistic modelling [13, 9] is a very useful kind of fuzzy
linguistic approach proposed as an alternative tool to the traditional fuzzy
linguistic modelling [29] which simplifies the computing with words process as
well as linguistic aspects of problems. It is defined by considering a finite and
totally ordered label set S = {si}, i ∈ {0, . . . , g} in the usual sense, i.e., si ≥ sj

if i ≥ j, and with odd cardinality (7 or 9 labels). The mid term represents
an assessment of ”approximately 0.5”, and the rest of the terms being placed
symmetrically around it. The semantics of the label set is established from
the ordered structure of the label set by considering that each label for the
pair (si, s}−i) is equally informative. For example, we can use the following
set of seven labels to represent the linguistic information:

S = {s0 = N, s1 = V L, S2 = L, s3 = M, s4 = H, s5 = V H, s6 = P}.

Additionally, a fuzzy number defined in the [0, 1] interval can be associated
with each linguistic term. A way to characterize a fuzzy number is to use a
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representation based on parameters of its membership function. The linguistic
assessments given by the users are just approximate ones, some authors con-
sider that linear trapezoidal membership functions are good enough to capture
the vagueness of such linguistic assessments. The parametric representation is
achieved by the 4-tuple (a, b, c, d), where b and d indicate the interval in which
the membership value is 1, with a and c indicating the left and right limits of
the definition domain of the trapezoidal membership function. A particular
case of this type of representation are the linguistic assessments whose mem-
bership functions are triangular, i.e., b = d, then we represent this type of
membership functions by a 3-tuple (a, b, c). An example may be the following
set of seven terms (Figure 1):

s0 = Null(N) = (0, 0, .17) s1 = V eryLow(V L) = (0, .17, .33)
s2 = Low(L) = (.17, .33, .5) s3 = Medium(M) = (.33, .5, .67)
s4 = High(H) = (.5, .67, .83) s5 = V eryHigh(V H) = (.67, .83, 1)
s6 = Perfect(P ) = (.83, 1, 1).

N VL L M H VH P

0 0.17 0.33 0.5 0.67 0.83 1

Fig. 1. A set of seven linguistic terms with its semantics

In any linguistic modelling we need management operators of linguistic
information. An advantage of the ordinal fuzzy linguistic modelling is the
simplicity and quickness of its computational model. It is based on the sym-
bolic computation [13, 9] and acts by direct computation on labels by taking
into account the order of such linguistic assessments in the ordered structure of
labels. Usually, the ordinal fuzzy linguistic model for computing with words is
defined by establishing i) a negation operator, ii) comparison operators based
on the ordered structure of linguistic terms, and iii) adequate aggregation op-
erators of ordinal fuzzy linguistic information. In most ordinal fuzzy linguistic
approaches the negation operator is defined from the semantics associated to
the linguistic terms as

NEG(si) = sj | j = g − i;

and there are defined two comparison operators of linguistic terms:

1. Maximization operator: MAX(si, sj) = si if si ≥ sj ; and
2. Minimization operator, MIN(si, sj) = si if si ≤ sj .
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Using these operators it is possible to define automatic and symbolic aggre-
gation operators of linguistic information, as for example the LOWA operator
[13] and the LWA operator [9].

We must point out that in [5] we apply satisfactorily the ordinal fuzzy
linguistic modelling to model the communication processes in the design of a
Web multi-agent system.

3.2 The 2-Tuple Fuzzy Linguistic Modelling

The 2-tuple fuzzy linguistic modelling [14, 16] is a kind of fuzzy linguistic mod-
elling that mainly allows to reduce the loss of information typical of the ordinal
fuzzy linguistic modelling. Its main advantage is that the linguistic computa-
tional model based on linguistic 2-tuples can carry out processes of computing
with words easier and without loss of information. To define it we have to es-
tablish the 2-tuple representation model and the 2-tuple computational model
to represent and aggregate the linguistic information, respectively.

Let S = {s0, ..., sg} be a linguistic term set with odd cardinality (g + 1 is
the cardinality of S), where the mid term represents an assessment of approx-
imately 0.5 and with the rest of the terms being placed symmetrically around
it. We assume that the semantics of labels is given by means of triangular
membership functions represented by a 3-tuple (a, b, c) and consider all terms
distributed on a scale on which a total order is defined si ≤ sj ⇐⇒ i ≤ j.
In this fuzzy linguistic context, if a symbolic method [13, 9] aggregating lin-
guistic information obtains a value β ∈ [0, g], and β /∈ {0, ..., g}, then an
approximation function is used to express the result in S.
Definition 1. [14] Let β be the result of an aggregation of the indexes of a
set of labels assessed in a linguistic term set S, i.e., the result of a symbolic
aggregation operation, β ∈ [0, g]. Let i = round(β) and α = β−i be two values,
such that, i ∈ [0, g] and α ∈ [−.5, .5) then α is called a Symbolic Translation.

The 2-tuple fuzzy linguistic approach is developed from the concept of
symbolic translation by representing the linguistic information by means of
2-tuples (si, αi), si ∈ S and αi ∈ [−.5, .5):

• si represents the linguistic label of the information, and
• αi is a numerical value expressing the value of the translation from the

original result β to the closest index label, i, in the linguistic term set
(si ∈ S).

This model defines a set of transformation functions between numeric values
and 2-tuples.

Definition 2. [14] Let S = {s0, ..., sg} be a linguistic term set and β ∈ [0, g]
a value representing the result of a symbolic aggregation operation, then the
2-tuple that expresses the equivalent information to β is obtained with the
following function:

∆ : [0, g] −→ S × [−0.5, 0.5)
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∆(β) = (si, α), with

{
si i = round(β)

α = β − i α ∈ [−.5, .5)

where round(·) is the usual round operation, si has the closest index label to
”β” and ”α” is the value of the symbolic translation.

For all ∆ there exists ∆−1, defined as ∆−1(si, α) = i + α. On the other
hand, it is obvious that the conversion of a linguistic term into a linguistic
2-tuple consists of adding a symbolic translation value of 0: si ∈ S =⇒ (si, 0).

The 2-tuple linguistic computational model is defined by presenting the
comparison of 2-tuples, a negation operator and aggregation operators of 2-
tuples.

1. Comparison of 2-tuples. The comparison of linguistic information repre-
sented by 2-tuples is carried out according to an ordinary lexicographic order.
Let (sk, α1) and (sl, α2) be two 2-tuples, with each one representing a counting
of information:

• If k < l then (sk, α1) is smaller than (sl, α2).
• If k = l then

1. if α1 = α2 then (sk, α1) and (sl, α2) represent the same information,
2. if α1 < α2 then (sk, α1) is smaller than (sl, α2),
3. if α1 > α2 then (sk, α1) is bigger than (sl, α2).

2. Negation operator of 2-tuples: Neg((si, α)) = ∆(g − (∆−1(si, α))).
3. Aggregation operators of 2-tuples. The aggregation of information consists

of obtaining a value that summarizes a set of values, therefore, the result
of the aggregation of a set of 2-tuples must be a 2-tuple. In the literature
we can find many aggregation operators which allow us to combine the in-
formation according to different criteria. Using functions ∆ and ∆−1 that
transform without loss of information numerical values into linguistic 2-tuples
and viceversa, any of the existing aggregation operator can be easily extended
for dealing with linguistic 2-tuples. Some examples are:
Definition 3. (Arithmetic Mean). Let x = {(r1, α1), . . . , (rn, αn)} be a set of
linguistic 2-tuples, the 2-tuple arithmetic mean xe is computed as,

xe[(r1, α1), . . . , (rn, αn)] = ∆(
n∑

i=1

1
n

∆−1(ri, αi)) = ∆(
1
n

n∑

i=1

βi).

Definition 4. (Weighted Average Operator). Let x = {(r1, α1), . . . , (rn, αn)}
be a set of linguistic 2-tuples and W = {w1, ..., wn} be their associated weights.
The 2-tuple weighted average xw is:

xw[(r1, α1), . . . , (rn, αn)] = ∆(
∑n

i=1 ∆−1(ri, αi) · wi∑n
i=1 wi

) = ∆(
∑n

i=1 βi · wi∑n
i=1 wi

).
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Definition 5. (Linguistic Weighted Average Operator). Let x = {(r1, α1), . . . , (rn, αn)}
be a set of linguistic 2-tuples and W = {(w1, α

w
1 ), ..., (wn, αw

n )} be their lin-
guistic 2-tuple associated weights. The 2-tuple linguistic weighted average xw

l

is:
xw

l [((r1, α1), (w1, α
w
1 ))...((rn, αn), (wn, αw

n ))] = ∆(
∑n

i=1 βi · βWi∑n
i=1 βWi

),

with βi = ∆−1(ri, αi) and βWi
= ∆−1(wi, α

w
i ).

We must point out that in [6] we apply the 2-tuple fuzzy linguistic mod-
elling in the design of a Web multi-agent system as a way to overcome the
problems of loss of information observed in the Web multi-agent system pre-
sented in [5].

3.3 The Multi-Granular Fuzzy Linguistic Modelling

In any fuzzy linguistic approach, an important parameter to determinate is
the ”granularity of uncertainty”, i.e., the cardinality of the linguistic term set
S used to express the linguistic information. According to the uncertainty de-
gree that an expert qualifying a phenomenon has on it, the linguistic term set
chosen to provide his knowledge will have more or less terms. When different
experts have different uncertainty degrees on the phenomenon, then several
linguistic term sets with a different granularity of uncertainty are necessary
(i.e. multi-granular linguistic information) [12, 15, 20]. The use of different
label sets to assess information is also necessary when an expert has to assess
different concepts, as for example it happens in information retrieval prob-
lems, to evaluate the importance of the query terms and the relevance of the
retrieved documents [19]. In such situations, we need tools for the management
of multi-granular linguistic information, i.e., we need to define a multi-granular
fuzzy linguistic modelling. In [12] we define a proposal of multi-granular fuzzy
linguistic modelling based on the ordinal fuzzy linguistic modelling and in [15]
we define other one based on the 2-tuple fuzzy linguistic modelling. In this
paper, we follow that defined in [15] which uses the concept of the Linguistic
Hierarchies to manage the multi-granular linguistic information.

A linguistic hierarchy is a set of levels, where each level is a linguistic term
set with different granularity from the remaining of levels of the hierarchy [3].
Each level belonging to a linguistic hierarchy is denoted as l(t,n(t)), being t
a number that indicates the level of the hierarchy and n(t) the granularity of
the linguistic term set of the level t.

Usually, linguistic hierarchies deal with linguistic terms whose member-
ship functions are triangular-shaped, symmetrical and uniformly distributed
in [0,1]. In addition, the linguistic term sets have an odd value of granularity
representing the central label the value of indifference.

The levels belonging to a linguistic hierarchy are ordered according to their
granularity, i.e., for two consecutive levels t and t+1, n(t+1) >n(t). Therefore,
each level t + 1 provides a linguistic refinement of the previous level t.
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A linguistic hierarchy, LH, is defined as the union of all levels t: LH =⋃
t l(t, n(t)). To build LH we must keep in mind that the hierarchical order

is given by the increase of the granularity of the linguistic term sets in each
level. Let Sn(t) = {sn(t)

0 , ..., s
n(t)
n(t)−1} be the linguistic term set defined in the

level t with n(t) terms, then the building of a linguistic hierarchy must satisfy
the following linguistic hierarchy basic rules [15]:

1. To preserve all former modal points of the membership functions of each
linguistic term from one level to the following one.

2. To make smooth transactions between successive levels. The aim is to build
a new linguistic term set, Sn(t+1). A new linguistic term will be added
between each pair of terms belonging to the term set of the previous level
t. To carry out this insertion, we shall reduce the support of the linguistic
labels in order to keep place for the new one located in the middle of them.

Generically, we can say that the linguistic term set of level t+1, Sn(t+1), is
obtained from its predecessor level t, Sn(t) as: l(t, n(t)) → l(t + 1, 2 ·n(t)− 1).
Table 1 shows the granularity needed in each linguistic term set of the level t
depending on the value n(t) defined in the first level (3 and 7 respectively).

Level 1 Level 2 Level 3
l(t,n(t)) l(1,3) l(2,5) l(3,9)
l(t,n(t)) l(1,7) l(2,13)

Table 1. Linguistic Hierarchies.
A graphical example of a linguistic hierarchy is shown in figure 2:

Fig. 2. Linguistic Hierarchy of 3, 5 and 9 labels
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In [15] was demonstrated that the linguistic hierarchies are useful to rep-
resent the multi-granular linguistic information and allow to combine multi-
granular linguistic information without loss of information. To do this, a family
of transformation functions between labels from different levels was defined:

Definition 6. Let LH =
⋃

t l(t, n(t)) be a linguistic hierarchy whose linguis-
tic term sets are denoted as Sn(t) = {sn(t)

0 , ..., s
n(t)
n(t)−1}. The transformation

function between a 2-tuple that belongs to level t and another 2-tuple in level
t′ 6= t is defined as:

TF t
t′ : l(t, n(t)) −→ l(t′, n(t′))

TF t
t′(s

n(t)
i , αn(t)) = ∆(

∆−1(sn(t)
i , αn(t)) · (n(t′)− 1)

n(t)− 1
)

As it was pointed out in [15] this family of transformation functions is biyec-
tive.

3.4 The Unbalanced Fuzzy Linguistic Modelling

In any problem that uses linguistic information the first goal to satisfy is the
choice of the linguistic terms with their semantics, for establishing the label
set to be used in the problem. In the literature, we can find two different
possibilities for choosing the linguistic terms and their semantics:

• We can assume that all the terms of the label set are equally informative,
i.e., symmetrically distributed as it happens in the above fuzzy linguistic
modelling.

• We can assume that all the terms of the label set are not equally informa-
tive, i.e., not symmetrically distributed. In this case, we need an unbalanced
fuzzy linguistic modelling [10, 11] to manage the linguistic term sets with
different discrimination levels on both sides of the mid term (see Figure
3). As was known in [10], in the information retrieval systems the use of
unbalanced linguistic term sets seems more appropriate than the use of
symmetrical linguistic term sets, as to express the importance weights in
the queries as to represent the relevance degrees of the documents.

NONE LOW MEDIUM HIGH QUITE-HIGH VERY-HIGH TOTAL

Fig. 3. Unbalanced Linguistic Term Set of 7 Labels

To manage unbalanced linguistic term sets we propose a method based on
the 2-tuple fuzzy linguistic modelling. Basically, this method consists of rep-
resenting unbalanced linguistic terms from different levels of an LH, carrying
out computational operations of unbalanced linguistic information using the
2-tuple computational model. The method consists of the following steps:
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1. Represent the unbalanced linguistic term set S by means of a linguistic
hierarchy, LH.
1.1. Chose a level t− with an adequate granularity to represent using the
2-tuple representation model the subset of linguistic terms of S on the left
of the mid linguistic term.
1.2. Chose a level t+ with an adequate granularity to represent using the
2-tuple representation model the subset of linguistic terms of S on the
right of the mid linguistic term.

2. Define an unbalanced linguistic computational model.
2.1. Choose a level t′ ∈ {t−, t+}, such that n(t′) = max{n(t−), n(t+)}.
2.2. Define the comparison of two 2-tuples (sn(t)

k , α1), t ∈ {t−, t+}, and
(sn(t)

l , α2), t ∈ {t−, t+}, with each one representing a counting of unbal-
anced information. Its expression is similar to the usual comparison of
two 2-tuples but acting on the values TF t

t′(s
n(t)
k , α1) and TF t

t′(s
n(t)
l , α2).

We should point out that using the comparison of 2-tuples we can easily
define the comparison operators Max and Min.
2.3. Define the negation operator of unbalanced linguistic information. Let
(sn(t)

k , α), t ∈ {t−, t+} be an unbalanced 2-tuple then:

NEG(sn(t)
k , α) = Neg(TF t

t′′(s
n(t)
k , α)), t 6= t′′, t′′ ∈ {t−, t+}.

2.4. Define aggregation operators of unbalanced linguistic information.
This is done using the aggregation processes designed in the 2-tuple com-
putational model but acting on the unbalanced linguistic values trans-
formed by means of TF t

t′ . Then, once it is obtained a result, it is trans-
formed to the correspondent level t by means of TF t

t′ to express the result
in the unbalanced linguistic term set.

Assuming the unbalanced linguistic term set shown in Figure 3 and the
linguistic hierarchy shown in Figure 2, in Figure 4 we show how to select the
different levels to represent the unbalanced linguistic term set.

4 A Model of Multi-Granular Fuzzy Linguistic
Multi-Agent System Based on Filtering Techniques

In this section we present a new model of Web multi-agent system that com-
bines both techniques aforementioned to improve their information gathering
processes on Internet, i.e., it is designed using information filtering techniques
and assumes a multi-granular fuzzy linguistic modelling.

As it is known, a promising direction to improve the effectiveness of search
engines concerns the way in which it is possible to ”filter” the great amount
of information available across the Internet. Then, this new model incorpo-
rates in its activity the two more important existing filtering techniques, i.e.
content-based filtering and collaborative filtering [26, 28]. On the other hand,
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Fig. 4. Unbalanced Linguistic Term Set of 7 Labels

our fuzzy linguistic multi-agent models defined in [5, 6] present the following
drawback: we assume the use of the same label set to represent the different
linguistic information that appear in the communication processes developed
in the multi-agent system, as for example, when user weighted queries and
the relevance degrees of the retrieved documents are assessed using a same
label set, although they represent different concepts. In this model the com-
munication among the agents of different levels and between users and agents
is carried out by using different label sets, i.e. working with multi-granular
linguistic information, in order to allow a higher flexibility in the processes of
communication of the system.

In what follows, we present the architecture of this multi-agent model and
its operation.

4.1 Architecture

In [5, 6] were defined two fuzzy linguistic distributed multi-agent models that
use linguistic information to carry out the communication processes among
the agents. The architecture of these models is hierarchical and is composed
of five action levels: Internet Users, Interface Agents, Task Agents, Informa-
tion Agents and Information Sources. The architecture of our new multi-agent
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model must allow the application of the content-based and collaborative fil-
tering tools. To do that, we incorporate in its architecture two new action
levels: the level of the content-based filtering agents and the level of collabora-
tive filtering agent. Therefore, this model presents a hierarchical architecture
that contains seven activity levels: Internet Users, Interface Agents, Collab-
orative Filtering Agent, Task Agents, Content-based Filtering Agent, Infor-
mation Agents and Information Sources. Furthermore, it works assuming a
2-tuple based multi-granular fuzzy linguistic modelling, that is, it uses differ-
ent label sets (S1, S2, S3...) to represent the different concepts to be assessed
in its retrieval activity. These label sets Si are chosen from those label sets
that composes a LH, i.e., Si ∈ LH. For example, we can use the LH shown in
Figure 2. We should point out that the number of different label sets that we
can use is limited by the number of levels of LH, and therefore, in many cases
different the label sets Si and Sj can be associated to a same label set of LH
but with different interpretations depending on the concept to be modelled.

• Level 1: Internet user, which expresses his/her information needs by
means of a linguistic multi-weighted query. Each term of a user query
can be weighted simultaneously by two linguistic weights. The first weight
is associated with a classical threshold semantics and the second one with
a relative importance semantics. Then, the user makes a query to look for
those documents related to the terms {t1, t2, ..., tm}, which are weighted
by a linguistic degree of threshold {p1

1, p
1
2, ..., p

1
m} with p1

i ∈ S1, and by a
linguistic degree of relative importance {p2

1, p
2
2, ..., p

2
m} with p2

i ∈ S2. The
user also expresses an information need category Ai chosen from a list of
information need categories {Ai, . . . ,Al} provided by the system, and the
user’s identity ID. All this information is given by the user to the interface
agent.

• Level 2: Interface agent (one for user), that communicate the user’s
weighted query, the information need category and the user identity to
the collaborative filtering agent, and filters the retrieved documents from
collaborative filtering agent to give to the users those that satisfy bet-
ter their needs. Finally, informs the collaborative filtering agent on set of
documents used by user to satisfy his/her information needs DU.

• Level 3: Collaborative filtering agent (one for interface agent), that com-
municates the user multi-weighted query to the task agent, receives the
more relevant documents chosen by the task agent, retrieves the rec-
ommendations on such documents from a collaborative recommenda-
tion system using the information need category expressed by the user
RCAi = {RCAi

1 , ..., RCAi
v } RCAi

j ∈ S3× [−0.5, 0.5), filters the documents
by recalculating their relevance using these recommendations, and com-
municates these documents together with their new relevance degrees to
the interface agent. Later, it carries out the tasks to update in the collab-
orative recommendation system the recommendations on the documents
used by the user, i.e., it invites user to provide a recommendation rcy on
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each chosen document dU
y ∈ DU and this recommendation is stored in the

collaborative recommendation system together with the recommendations
provided by other users that used dU

y .
• Level 4: Task agent (one for interface agent, generally), that communicate

the terms of user query to the content-based filtering agents, and filters
those documents from every content-based filtering agent that fulfills bet-
ter the query.

• Level 5: Content-based filtering agent (one for agent information). Each
content-based filtering agent communicates the terms of user query to
its respective information agent and filters the relevant documents pro-
vided by its information agent by recalculating their relevance using the
threshold weights. Then, the task agent receives from every content-based
filtering agent h a set of documents and their relevance (Dh, RNh), where
every document dh

h has associated a linguistic degree of relevance expressed
in linguistic 2-tuples rnh

j ∈ S4 × [−0.5, 0.5) (j = 1, ..., Card(Dh)). It also
receives a set of linguistic degrees of satisfaction Ch = {ch

1 , ch
2 , ..., ch

m},
ch
i ∈ S5 × [−0.5, 0.5) of this set of documents Dh with regard to every

term of the query ti.
• Level 6: Information agents, which receive the terms of user query from

the content-based filtering agents and look for the documents in the infor-
mation sources. Then, each content-based filtering agent h receives from
its respective information sources h the set of relevant documents that it
found through information sources Dh and their relevance Rh, where every
document dh

j has an associated degree of relevance rh
j ∈ S4 × [−0.5, 0.5)

(j = 1, ..., Card(Dh)).
• Level 7: Information sources, consisting of all data sources within the

Internet, such as databases and information repositories.

This structure is presented in Figure 5.

4.2 Operation of the Model

The activity of this multi-agent model is composed of two phases:

1. Retrieval phase: This first phase coincides with the information gather-
ing process developed by the multi-agent model itself, i.e., this phase be-
gins when a user specifies his/her query and finishes when he/she chooses
his/her desired documents among the relevant documents retrieved and
provided by the system.

2. Feedback phase: This second phase coincides with the updating process of
collaborative recommendations on desired documents existing in the col-
laborative recommender system, i.e., this phase begins when the interface
agent informs the documents chosen by the user to the collaborative fil-
tering agent and finishes when the recommender system recalculates and
updates the recommendations of the desired documents.

In the following subsections, we explain both phases.
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Fig. 5. Structure of Model of Web Multi-Agent System

4.2.1 Retrieval Phase

The description of the information gathering process of multi-agent model is
as follows:

• Step 1: An Internet user expresses his/her information needs by means of
a linguistic multi-weighted query {(t1, p1

1, p
2
1), (t2, p1

2, p
2
2), . . . , (tm, p1

m, p2
m)},

with p1
i ∈ S1 and p2

i ∈ S2, and an information need category Ai chosen
from a list of information need categories {A1, . . . ,Al} provided by the



18 E. Herrera-Viedma et al.

system. The system also requires the user’s identity ID. All this informa-
tion is given by the user to the interface agent.

• Step 2: The interface agent gives the query together with the information
need category (Ai) to the collaborative filtering agent.

• Step 3: The collaborative filtering agent gives the terms and their impor-
tance weights to the task agent.

• Step 4: The task agent communicates the terms of the query and their
importance weights to all the content-based filtering agents to which it is
connected.

• Step 5: Each content-based filtering agent h makes the query to its respec-
tive information agent h and gives it the terms of the query {t1, t2, ..., tm}.

• Step 6: All the information agents that have received the query, look
for the information that better satisfies it in the information sources, and
retrieve from them the documents. We assume that the documents are
represented in the information sources using an index term based repre-
sentation as in Information Retrieval [17, 18]. Then, there exists a finite
set of index terms T = {t1, ..., tl} used to represent the documents and
each document dj is represented as a fuzzy subset

dj = {(t1, F (dj , t1)), ..., (tl, F (dj , tl))}, F (dj , ti) ∈ [0, 1],

where F is any numerical indexing function that weighs index terms ac-
cording to their significance in describing the content of a document.
F (dj , ti) = 0 implies that the document dj is not at all about the con-
cept(s) represented by index term ti and F (dj , ti) = 1 implies that the
document dj is perfectly represented by the concept(s) indicated by ti.

• Step 7: Each content-based filtering agent h receives from its respective
information agent h a set of documents and their relevances (Dh, Rh)
ordered decreasingly by relevance. Every document dh

j has an associated
linguistic degree of relevance rh

j ∈ S4 × [−0.5, 0.5) which is calculated as

rh
j = xe[∆(g · F (dh

j , t1)), . . . , ∆(g · F (dh
j , tm))] = ∆(g ·

m∑

i=1

1
m

F (dh
j , ti)),

being g+1 the cardinality of S4. Each content-based filtering agent h filters
documents received from its respective information agent h by recalculat-
ing their relevance by means of a linguistic matching function

eh : (S4 × [−0.5, 0.5))× S1 → S4 × [−0.5, 0.5),

which is defined to model the semantics of threshold weights associated
with the query terms. This linguistic matching function requires a previous
transformation of threshold weights expressed in labels of S1 that must be



Techniques to Improve Multi-Agent Systems ... 19

transformed in labels of S4; to make uniform the multi-granular linguistic
information, we chose the linguistic term set used to express the relevance
degrees. We use the transformation function viewed in definition 6 (TF t

t′),
to transform the linguistic labels in level S1 (t) to labels in level S4 (t′):

TFS1
S4

(sn(S1)
i , αn(S1)) = ∆(

∆−1(sn(S1)
i , αn(S1)) · (n(S4)− 1)

n(S1)− 1
)

obtaining the new linguistic threshold weights {p1′
1 , p1′

2 , ..., p1′
m}, p1′

i ∈ S4

for the terms {t1, t2, ..., tm}. Different content-based filtering agents can
have different threshold matching functions. For example, some linguistic
matching functions that we can use are:

1. e1(∆(g · F (dj , ti)), p1′
i ) =

{
(sg, 0) if ∆(g · F (dj , ti)) ≥ (p1′

i , 0)
(s0, 0) otherwise.

2. e2(∆(g ·F (dj , ti)), p1′
i ) =

{
∆(g · F (dj , ti)) if ∆(g · F (dj , ti)) ≥ (p1′

i , 0)
(s0, 0) otherwise.

3. e3(∆(g·F (dj , ti)), p1′
i ) =

{
∆(min{g, 0.5 + g · F (dj , ti)}) if ∆(g · F (dj , ti)) ≥ (p1′

i , 0)
∆(max{0, g · F (dj , ti)− 0.5}) otherwise.

Then, each content-based filtering agent h calculates a new set of relevance
degrees RNh = {rnh

j , j = 1, ..., card(Dh)} characterizing the documents
Dh, which is obtained as

rnh
j = xe[eh(∆(g · F (dh

j , t1)), p1′
1 ), ..., eh(∆(g · F (dh

j , tm)), p1′
m)] =

∆(
m∑

i=1

1
m

∆−1(eh(∆(g · F (dh
j , ti)), p1′

i ))).

• Step 8: The task agent receives from every content-based filtering agent
a set of documents and their new relevance (Dh, RNh). It also receives
a set of linguistic degree of satisfaction Ch = {ch

1 , ch
2 , ..., ch

m}, ch
i ∈ S3 ×

[−0.5, 0.5) of Dh with regard to every term of the query as

ch
i = xe[eh(∆(g · F (dh

1 , ti)), p1′′
i ), ..., eh(∆(g · F (dh

card(Dh), ti)), p
1′′
i )] =

∆(
card(Dh)∑

j=1

1
card(Dh)

∆−1(eh(∆(g · F (dh
j , ti)), p1′′

i ))).

where the p1′′
i are the p1

i expressed in the set S5, using the transformation
function TFS1

S5
viewed in definition 6.

Then, the task agent selects the number of documents to be retrieved from
each content-based filtering agent h. To do so, it applies the following three
steps:
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– Step 8.1: The task agent orders Dh with respect to the new relevance
RN .

– Step 8.2: The task agent aggregates both linguistic information weights,
the satisfactions of the terms of the query from every information agent,
(ch

i , αi), ch
i ∈ S5, and the importance weights that the user assigned to

these terms, (p2
i , αi), p2

i ∈ S2, using the aggregation process for multi-
granular linguistic information presented in [15]:
1. Normalization Phase: the linguistic term set used to express the

relevance is chosen to make uniform the multi-granular linguistic
information. Then, all the information are expressed in that lin-
guistic term set by means of 2-tuples.

2. Aggregation Phase: through a 2-tuple aggregation operator the in-
formation is aggregated. In this paper we use the 2-tuple linguistic
weighted average operator, xw

l , for combining the satisfactions of
the terms of the query and the importance weights.

Let {[(p2
1, α1), (ch

1 , αw
1 )], ..., [(p2

m, αm), (ch
m, αw

m)]}, p2
i ∈ S2 and ch

i ∈ S5

be the set of pairs of linguistic 2-tuples of importance and satisfac-
tion to be aggregated by the task agent for every information agent h.
Then, for combining them first the linguistic values (p2

i , αi), p2
i ∈ S2

and (ch
i , αw

i ), ch
i ∈ S5 are transformed in the linguistic term set used

to express the relevance degrees, in this case S4, obtaining their corre-
sponding values (p2′

i , α′i), p2′
i ∈ S4 and (ch′

i , αw′
i ), ch′

i ∈ S4. Once the
multi-granular information has been unified according to the 2-tuple
linguistic weighted average operator definition, the aggregation of the
pair associated with every term is obtained as:

λh = xw
l ([(p2′

1 , α′1), (c
h′
1 , αw′

1 )], ..., [(p2′
m, α′m), (ch′

m, αw′
m )])

– Step 8.3: To gather the better documents from content-based filtering
agents, the task agent selects a number of documents k(Dh) from ev-
ery content-based filtering agent h being proportional to its respective
degree of satisfaction λh:

k(Dh) = round(
∑n

i=1 card(Di)
n

· Ph
s ),

where Ph
s = ∆−1(λh)∑n

i=1
∆−1(λh)

is the probability of selection of the docu-

ments from content-based filtering agent h.
• Step 9: The collaborative filtering agent receives from the task agent a list

of documents DV = {dV
1 , ..., dV

v } ordered with respect to their relevance
RV, such that:
1. rV

j ≥ rV
j+1,

2. for a given document dV
j ∈ DV there exists a h such that dV

j ∈ Dh and
rV
j ∈ RNh, and
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3. card(DV ) = v ≤ ∑n
i=1 k(Di).

Then, collaborative filtering agent filters the documents provided by the
task agent using the recommendations on such documents provided by
other users in previous searches which are stored in a collaborative recom-
mender system. This is done in the following steps:
– Step 9.1: The collaborative filtering agent asks collaborative recom-

mender system the recommendations existing on DV associated with
the information need category Ai expressed by the user and retrieves
them,

RCAi = {RCAi
1 , ..., RCAi

v }, RCAi
j ∈ S3 × [−0.5, 0.5).

– Step 9.2: The collaborative filtering agent filters the documents by re-
calculating their relevance using these recommendations RCAi . Then,
for each document dV

j ∈ DV a new linguistic relevance degree rNV
j

is calculated from rV
j and RCAi

j by means of the 2-tuple weighted
operator xw defined in Definition 4:

rNV
j = xw(rV

j , RCAi
j ),

using for example the weighting vector W = [0.6, 0.4].
• Step 10: The interface agent receives from the collaborative filtering agent

a list of documents DW = {dW
1 , ..., dW

w } ordered with respect to their
relevance RW, such that:
1. rW

j ≥ rW
j+1,

2. for a given document dW
j ∈ DW there exists a i such that dW

j = dV
i

and rW
j = rNV

i , and
3. card(DW ) = w ≤ v = card(DV ).
Then, the interface agent filters these documents in order to give to the
user only those documents that fulfill better his/her needs, which we call
Df . For example, it can select a fixed number of documents K and to show
the K best documents.

4.2.2 Feedback Phase

This phase is related to the activity developed by the collaborative recom-
mender system once user has taken some of documents retrieved by the multi-
agent system. In the collaborative recommender systems the people collabo-
rate to help one another to perform filtering by recording their reactions to
documents they read [21, 28]. In our multi-agent model this feedback activity
is developed in the following steps:

• Step 1: The interface agent gives the user’s identity ID (usually his/her
e-mail) together with the set of documents DU = {dU

1 , ..., dU
u }, u ≤

card(Df ) used by the user to the collaborative filtering agent.
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• Step 2: The collaborative filtering agent asks user his/her opinion or eval-
uation judgements about DU , for example by means of an e-mail.

• Step 3: The Internet user communicates his/her linguistic evaluation
judgements to the collaborative recommender system, rcy, y = 1, ..., card(DU),
rcy ∈ S3.

• Step 4: The collaborative recommender system recalculates the linguistic
recommendations of set of documents DU by aggregating again the opin-
ions provided by other users together with those provided by the Internet
user. This can be done using the 2-tuple aggregation operator xe given
in Definition 3. Then, given a chosen document dU

y ∈ DU that receives a
recommendation or evaluation judgement rcy from the Internet user, and
supposing that in the collaborative recommender system there exists a set
of stored linguistic recommendations {rc1, ..., rcM}, rci ∈ S3 associated
with dU

y for the information need category Ai, which were provided by M
different users in previous searches, then a new value of recommendation
of dU

y is obtained as

RCAi
y = xe[(rc1, 0), ...(rcM , 0), (rcy, 0)].

5 Concluding Remarks

Nowadays Internet users need tools to assist them in his/her processes of infor-
mation gathering because of the large amount of information available on the
Web. We have presented two techniques that could contribute to solve this
problem, the information filtering tools and the fuzzy linguistic modelling.
Then, we have defined a new model of fuzzy linguistic Web multi-agent sys-
tem using both techniques. In particular, this new model of Web multi-agent
system is based as on content-based filtering tools as on collaborative filtering
tools and on the multi-granular fuzzy linguistic modelling. Some advantages
of this model are the following:

• We improve the search and mining processes on the Web and this could
increase the users’ satisfaction degrees.

• The use of the multi-granular linguistic information allows a higher flex-
ibility and expressiveness in the communication among the agents and
between users and agents in the information gathering process.

• The use of the multi-granular linguistic information does not decrease the
precision of system in its results.

• The use of IF techniques allow to filter the information and so to improve
the retrieval process.
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