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Abstract. In this contribution, we will study the influence of the three
components of the Best-Worst Ant System (BWAS) algorithm. As the
importance of each of them as the fact whether all of them are necessary
will be analyzed. Besides, we will introduce a new algorithm called Best-
Worst Ant Colony System by combining the basis of the Ant Colony
System with the special components of the BWAS. The performance of
different variants of these algorithms will be tested when solving different
instances of the QAP.

1 Introduction

In [3], a new algorithm called BWAS was intended being based on the AS algo-
rithm [4]. In this contribution we develop an study applying the BWAS algorithm
and its variants to the QAP. Besides, a new algorithm called Best-Worst Ant
Colony System (BWACS) will be considered as well. Our aim is to demonstrate
that these algorithms are robust as a whole and to analyze the relative impor-
tance among their distinguishing components.

This paper is structured as follows. In Section 2 and 3 the basis of the BWAS,
its variants as well as the BWACS algorithm are studied. In section 4, the ap-
plication of the ACO algorithms to the QAP is reviewed and the results we
obtained are presented. We end up by discussing some concluding remarks and
future works.

2 The Best-Worst Ant System

The BWAS model tries to improve the performance of ACO models using evo-
lutionary algorithm concepts. The proposed BWAS uses the AS transition rule:

[7_7.5]0.[,'77«5][1 ;
Pi(r,s) = { 2ues ol Inrd?? o ;

0, otherwise

with 7,5 being the pheromone trail of edge (r,s), 1,5 being the heuristic value,
Ji(r) being the set of nodes that remain to be visited by ant &, and with « and
( being real-valued weights.
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Besides, the usual AS evaporation rule is used: 7,5 < (1—p)-7ps, V7,8, with p €
[0, 1] being the pheromone decay parameter. Additionally, the BWAS considers
the three following daemon actions, that are analyzed in deep in [3]:

Best-Worst performance update rule. This rule is based on the Population-
Based Incremental Learning (PBIL) [I] probability array update rule. The offline
pheromone trail updating is done as follows:

f(C(Sglobalfbest))a Zf (7'7 S) S Sglobalfbest

Trs & Trs + ATrs, where Ar.g = .
e s e e 0, otherwise

with f(C(Sgiobai—best)) being the amount of pheromone to be deposited by the
global best ant, which depends on the quality of the solution it generated,
C(Sglobalfbest)

Moreover, the edges present in the worst current ant are penalized: V(r, s) €
Scurrent—wo’rst and (’I", 5) € Sglobal—besta Trs < (1 - P) *Trs-

Pheromone trail mutation. The pheromone trails suffer mutations to intro-
duce diversity in the search, as done in PBIL with the memoristic structure. To
do so, each row of the pheromone matrix is mutated —with probability P,,—
as follows:

o Trs + mUt(lt7 Tthreshold)a Zf a=0
s Trs — mUt(Ztv Tthreshold)v ’Lf a 7é 0

with a being a random value in {0, 1}, it being the current iteration, Tipreshold
being the average of the pheromone trail in the edges composing the global best
solution and with mut(-) being a function making a stronger mutation as the
iteration counter increases.

Restart of the search process when it gets stuck. We will perform the
restart by setting all the pheromone matrix components to 79 when the number of
edges that are different between the current best and the current worst solutions
is lesser than a specific percentage.

A simplified structure of a generic BWAS algorithm is shown as follows:

1. Give an initial pheromone value, 9, to each edge.
2. For k=1 tom do (‘in parallel)

— Place ant k in an initial node r. and include r in Ly,

— While (ant k not in a target node) do

o Select the next node to visit, s ¢ Ly, by the AS transition rule.
3. For k=1 tom do
— Run the local search improvement on the solution generated by ant k, Si.

Sgiobal—best < global best ant tour. Scurrent—worst < current worst ant tour.
Pheromone evaporation and Best-Worst pheromone updating.
Pheromone matriz mutation and restart if condition is satisfied.
If (Stop Condition is not satisfied) go to step 2.
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3 Analysis of Best-Worst Ant System Components

In this section, a new ACO model based on the BWAS components is introduced,
as well as the different variants considered from the basic BWAS and the new
model.

3.1 The Best-Worst Ant Colony System and Its Variants

This new model is obtained by introducing the three components of the BWAS
into the ACS. Hence, the differences between both algorithms are that BWACS
considers the usual ACS transition rule

)

_ farg maxe s {[l® - e} i 0 < a0
S, otherwise

and that the online step-by-step updating rule is applied during the ants trip:
Trs < (1—@) Trs+ - AT..s, with ¢ € [0, 1] being the pheromone decay parameter.

Hence, the only differences between BWAS and BWACS lie on the step 2 of
the algorithm.

3.2 BWAS Variants Analyzed

The main objective of this paper is to study the influence of the three components
of BWAS on its application to the QAP. With this study, we want to know if all of
them are really important or some of them can be removed without negatively
affecting the performance of the BWAS algorithm. Then, we will also try to
establish a ranking of importance among components.

This analysis will be made from a double perspective: i) individualized anal-
ysis of components, and ii) cooperative analysis among pairs of components.

It seems that a certain interrelation exists among the three basic elements of
BWAS. The updating of pheromone trails by the worst ant allows the algorithm
to quickly discard areas of the search space while the mutation and the restart
avoid the stagnation of the algorithm. It can seem that the latter two components
can be redundant since they both have the same aim but we will see that a high
cooperation arises between both.

In Table [ all the algorithms used in the study are summarized. As can be
seen, there are three different groups of algorithms: i) the first one includes the
basic models: our two proposals, BWAS and BWACS, and the classical AS and
ACS, considered for comparison purposes; ii) the second is composed of variants
including a single component: restart, mutation or worst-update. The models
AS4+ g and ACS, g are included in this group by adding the BWAS restart to the
AS and ACS, respectively; iii) the third is comprised by the variants including
a pair of the components. The different variants are notated by BWAS_, or
BWACS_, standing * for the removed component (R, M or W).
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Table 1. ACO models considered.

Parameter Meaning
AS Ant System
ACS Ant Colony System
BWAS Best-Worst Ant System
BWACS Best-Worst Ant Colony System
ASir AS with BWAS restart
ACSyr ACS with BWAS Restart

BWAS_r_w BWAS without restart and worst ant trail updating
BWAS_y-w BWAS without mutation and worst ant trail updating
BWAS _r_m BWAS without restart and mutation
BWACS_r—w BWACS without restart and worst ant trail updating
BWACS_p—w BWACS without mutation and worst ant trail updating

BWACS_r_m BWACS without restart and mutation
BWAS_gr BWAS without restart.
BWAS_w BWAS without worst ant trail updating.
BWAS_um BWAS without mutation.
BWACS_gr BWACS without restart.

BWACS_w BWACS without worst ant trail updating.
BWACS_ BWACS without mutation.

4 Experiments Developed and Analysis of Results

In this section, the application of ACO to the QAP is reviewed and the experi-
ments developed and the analysis of the results obtained are reported.

4.1 Application of the ACO Algorithms Considered to the QAP

The QAP [2] is among the hardest combinatorial optimization problems. All
the QAP instances used in our experimentation have been obtained from the
QAPLIB [5]. We have chosen two instances of different sizes from each of the
four existing classes [6] in order to perform a fair comparative study. These
instances are respectively: tai50a, tai60a, nug20, sko72, bur26a, kra30a, tai50b
and tai80b.

When applying the different ACO algorithms selected to solve the QAP, the
next steps have to be considered: i) as in [6], we not considering the heuristic
information in the transition rule. ii) the 2-opt local search algorithm considered
in [6] is used.

4.2 Parameter Settings

The ACO models shown in Table [I] have been used to solve the eight QAP
instances. Each model has been run 10 times in a 1400 MHz AMD Athlon
processor computer. The parameter values considered are shown in Table 2]
with the ones associated to AS and ACS taken from [6] and the BWAS and
BWACS ones from [3]. The latter parameter values have not been obtained from
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Table 2. Parameter values considered

Parameter Value
Number of ants m=2>5
Maximum run time Ntime = 600 seconds
Pheromone updating rules parameter p=0.2
AS offline pheromone rule updating f(C(Sk)) = ﬁ
ACS offline pheromone rule updating f(C(Sgiobai—best)) = m
Transition rule parameters a=1,6=0
AC'S transition rule parameters qo = 0.98
Initial pheromone amount 70 =10"°
BW AS parameters
Pheromone matrix mutation probability P, ={0.1,0.15,0.3}
Mutation operator parameter oc=4
5%
Local search procedure parameters
Neighbor choice rule best improvement
Number of iterations 1000

a deep study, and only some preliminary experiments with different mutation
probability values (0.1, 0.15 and 0.3) have been done.

4.3 Analysis of Results

Tables Bl and [ collect a summary of the obtained results. Table Bl compares the
algorithms two by two. Each cell a;; shows the percentage of cases in which
algorithm ¢ has outperformed algorithm j. We will say that an algorithm ¢ is
better than another algorithm j for a problem instance p if the average error]
obtained by 4 for p is smaller than that obtained by j. Notice that the values in
Table [ are symetric (a;; = 100 — a;;) in all cases but not in those where there
have been draws between both algorithms.

A general classification of the models is shown in Table[d which summarizes
the values shown in Table Bl While the first column contains the name of the
model, the other three columns collect the number of algorithms regarding which
the model has obtained better, worse or similar results, respectively.

If we compare the results of the basic algorithms (AS, ACS, BWAS and
BWACS), BWAS and BW AC'S present the best behavior. In every case, the
best error was obtained by a BWAS model or by any of its variants.

Analyzing the results of the BWACS and its variants, we see how a great
trade-off exists among its components. Notice that the elimination of any of
them makes the algorithm worsen. For the eight instances, the BWACS has
outperformed all its variants. However, we do not find the same in the BWAS.
There are instances in which some variants of the BWAS overcome the basic

! Error stands for the percentage difference between the average cost obtained in the
performed runs and the cost of the best solution known for the instance.
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Table 3. Pair comparisons between ACO model
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Model << MAQ<TTAMM MMM QMR MQ
AS - 620 05050 0 0 37 2537 62|0 0O 0O 502537
ACS 37 - 37 25|50 37 37 12 62 50 37 87 [37 25 37 50 37 50
BWAS 87 62 - 37|87 50 75 37 87 75 50 100|75 37 50 87 62 62
BWACS 87 7537 - |87 62 75 50 100 75 50 100|75 37 62 87 50 50
ASir 3750 0 0|- 501212 37 3725 62 |0 121262 25 37
ACS R 50 62 37 25(50 - 37 12 75 50 37 87 |37 25 37 62 25 37
BWAS_g_w (8762 0 0|7550 - 25 62 62 37 100(50 12 12 62 50 50
BWAS_n—w (8787 3725|7575 50 - 62 8762 100(37 25 37 87 50 75
BWAS_gr_n 623712 0162253737 - 372510037 0 2550 25 37
BWACS_r—w [50 50 12 12|50 50 25 0 62 - 25 100(25 0 25 75 25 37
BWACS_p—w b0 62 25 25|50 50 37 12 75 62 - 100|37 12 37 87 25 50
BWACS_r-m|3712 0 0137120 0 0 0O O - |0 0 025120
BWAS_r |8762 0 0|87 502537 50 62 37 100| - 25 12 62 50 50
BWAS_w |87 7525 37|75 62 62 50 100 87 62 100|50 - 62 87 75 75
BWAS_y |87 6225 12|75 50 50 37 75 62 37 100(|62 12 - 75 50 50
BWACS_r (2550 0 02537250 50 0 0 75|25 0 12 - 0 O
BWACS_w (6262122562 502512 75 6250 87 |25 0 2587 - 37
BWACS_p |50 5012 25(50 3725 0 62 50 25 100|125 0 25 87 25 -
Table 4. ACO models standing
Model Best performance Worst performance Similar performance
BWAS 15 0 2
BWACS 15 0 2
BWAS_w 15 1 1
BWAS_ym-—w 12 2 3
BWAS_ 12 3 2
BWAS_p_w 11 5 1
BWAS_gr 10 5 2
BWACS_ym-w 9 5 3
BWACS_w 10 7 0
BWACS_m 6 9 2
BWACS_r-w 5 10 2
ACSyr 4 9 4
AS 4 12 1
ACS 2 11 4
BWAS_gr_m 3 13 1
ASqin 2 13 2
BWACS_gr 1 13 3
BWACS_r_um 0 17 0
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BWAS algorithm. In spite of this, the BWAS presents better overall performance
than its variants.

On the other hand, when analyzing the individual importance of each com-
ponent, we see that the restart is the one giving the best results, followed by
the mutation and the worst ant update. Among the combinations of two com-
ponents, those not using the worst ant update achieve the best performance.
Besides, those that do not consider the restart component present a very low
performance. When eliminating the mutation, the results are neither as bad as
if we remove the restart, nor as good as if we remove the worst ant update.

In view of these results, we can conclude that: i) in general, an appropriate
trade-off exists among the three components of both BWAS and BWACS; ii)
in spite of this balance, we can establish an order of importance among the
components: restart, mutation, and worst update.

5 Concluding Remarks and Future Works

In this contribution, a study of all the components of BW AS has been done.
Besides, a new variant of BWAS called BWACS has been proposed. The per-
formance of these algorithms and the importance of their components has been
analyzed when solving eight QAP instances of different sizes and types. It has
shown that the best performance have been obtained using the basic versions of
BWAS and BWACS algorithms, without removing any component.

Different ideas for future developments arise: i) to study the influence of the
appropriate values for the parameters, and ii) to analyze the consideration of
other Evolutionary Computation aspects.
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