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2IntrodutionNowadays, Linguisti Modeling (LM) is onsidered one of the mostimportant appliations of Fuzzy Set Theory, along with Fuzzy Control.Linguisti models have the advantage of providing a human-readable de-sription of the system modeled in the form of a set of linguisti rules[29℄, whih is a desirable harateristi in many modeling problems. Un-fortunately, their auray is sometimes not as high as desired whendealing with omplex modeling problems, thus ausing the designer todisard them and replae them by other kinds of more aurate but lessinterpretable models. This drawbak is due to some problems related tothe inexibility of the onept of the linguisti variable, whih is the oneinvolved in the fuzzy rule struture.In this hapter, we review several approahes to improve the aurayof linguisti models while maintaining their desriptive power. All theseapproahes will share the ommon idea of improving the way in whihthe Fuzzy Rule-Based System (FRBS) performs interpolative reasoningby improving the ooperation between the rules in the linguisti modelKnowledge Base (KB).The rule ooperation may be indued in four di�erent FRBS ompo-nents, namely the Inferene System (IS), the KB as a whole and bothKB omponents in isolation, the Data Base (DB) and the Rule Base(RB). All of them will be analyzed. To be preise, we will deal with thefollowing aspets:Geneti tuning of the membership funtions.Simulated Annealing-based Learning of the DB from examples.Geneti seletion of fuzzy rules.The Aurate Linguisti Modeling paradigm, based on a double-onsequent linguisti rule generation and seletion.The Hierarhial Aurate Linguisti Modeling paradigm, basedon a hierarhial linguisti rule generation and seletion.Cooperative Fuzzy Reasoning Methods for lassi�ation problems.The behaviour of the �rst �ve methods in solving the real-world S-panish eletrial distribution problem shown in the Appendix will beanalyzed. On the other hand, the performane of the last one, the onlydealing with lassi�ation problems, will be tested with the IRIS and



3PIMA data sets. In every experiment, the same basi rule generationproess will be onsidered, the Wang and Mendel's one (WM-method)[30℄. Two variants of this method to deal with modeling and lassi�a-tion problems are also introdued in the Appendix.In order to put this into e�et, this hapter is set up as follows. In Se-tion 1., the framework is presented, i.e., System Modeling with FRBSs,struture of linguisti models and problems of LM. Setion 2. desribesour proposals to improve the auray of LM, by presenting a short s-tudy of rule ooperation in FRBSs and a brief desription of the di�erentapproahes. Setions 3., 4. and 5. present the spei� proposals to indueooperation from the DB, the RB and the KB respetively. On the otherhand, our proposals to indue ooperation from the IS, inluding theirown experiments, are introdued in Setion 6. Finally, a summary of thehapter is presented in 7., and an Appendix desribing the WM-methodand the eletrial problem used as benhmark is inluded.1. FRAMEWORKIn this setion, some preliminary onepts will be presented. First,System Modeling with FRBSs will be introdued and the two di�erentexisting approahes will be reviewed. The setion will fous then on LMand the basi struture of two di�erent kinds of linguisti models, forregression and lassi�ation problems, will be desribed. Finally, theproblems of LM will be analyzed.1.1 SYSTEM MODELING WITH FRBSSOne of the most important appliations of FRBSs is system modeling[5, 28℄, whih in this �eld may be onsidered as an approah used to mod-el a system making use of a desriptive language based on Fuzzy Logiwith fuzzy prediates [29℄. In this kind of modeling we may usually �ndtwo ontraditory requirements, the auray and the interpretability ofthe model obtained.It is possible to distinguish between two types of modeling when work-ing with FRBSs: Linguisti Modeling and Fuzzy Modeling, aording tothe fat that the main requirement is the interpretability or the au-ray of the model, respetively. The former is developed by means ofdesriptive Mamdani-type FRBSs, whih use fuzzy rules omposed oflinguisti variables [34℄ that take values in a term set with a real-worldmeaning, thus the linguisti model onsists of a set of linguisti desrip-tions regarding the behaviour of the system being modeled [29℄. On theother hand, Fuzzy Modeling is put into e�et by means of approximateMamdani-type FRBSs [3, 5, 10℄, systems in whih the fuzzy rules are



4omposed of fuzzy prediates without a linguisti meaning, i.e., the vari-ables forming the rules do not take as a value a linguisti term with afuzzy set assoiated de�ning their meaning, but a fuzzy set diretly.Therefore, a linguisti model is a system desription in the form of alinguisti rule set interpretable by human beings, whih is a desirableharateristi in some problems.1.2 STRUCTURE OF A LINGUISTICMODELThe basi struture of a linguisti model [31℄ is showed in Fig. 1.1.
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Figure 1.1 Struture of a linguisti modelTheKnowledge Base (KB) is the omponent ontaining the knowledgeabout the system modeled in the form of linguisti rules. It is omposedof two omponents:Rule Base (RB): Colletion of linguisti rules:Ri : IF x1 is Ai1 and . . . and xn is Ain THEN y is Biwith xj and y being linguisti system variables, and with Aij andBi being the linguisti labels assoiated with fuzzy sets speifyingtheir meaning.Data Base (DB): Semantis of the linguisti labels (Fig. 1.2).The Fuzzi�ation Interfae has the funtion of omputing the �ringdegree of eah single rule in the KB with respet to the urrent systeminput. This is done by omputing the mathing degree between theinput and the rule anteedents, onsidering a onjuntive operator (at-norm) when there is more than one input variable. The InfereneSystem (IS) performs then the fuzzy reasoning proess by applying theCompositional Rule of Inferene [33℄ on eah individual rule in the KB.
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Figure 1.2 Example of semantis of the linguisti labelsThe output obtained from the latter proess is a number of fuzzy setsequal to the number of rules �red. TheDefuzzi�ation Interfae works byaggregating these individual fuzzy sets in a single one and transformingit into a real number, the �nal output of the FRBS. For more informationon the reasoning proess, refer to [9℄.In this hapter, the membership funtions onsidered in the DB willalways be triangular-shaped. The minimum t-norm will be used as on-jutive and impliation operators, while the Center of Gravity weightedby the mathing will be the defuzzi�ation method onsidered [9℄.We use a global error measure, the mean square error (MSE), as eval-uation measure for our proposals. The MSE will allow us to determinethe auray of the linguisti model obtained, whih diretly depends onthe ooperation levels of the rules existing in the KB. The MSE over atraining data set, Ep, is represented by the following expression:F (Cj) = 12jEpj Xel2Ep(eyl � S(exl))2where S(exl) is the output value obtained from the FRBS when the inputvariable values are exl = (exl1; : : : ; exln), and eyl is the known desiredvalue.1.3 FUZZY RULE-BASED CLASSIFICATIONSYSTEMSIn this setion, a speial type of linguisti models is introdued: FuzzyRule-Based Classi�ation Systems (FRBCSs), the FRBSs used for las-si�ation problems.The struture of an FRBCS is very similar to the one of an FRBS. Inan FRBCS, two omponents are distinguished: 1) The KB, omposed ofRB and DB as in every linguisti model, and 2) an a Fuzzy Reasoning



6Method (FRM), an inferene proedure whih derives onlusions froma fuzzy rule set and an example.The FRBCS design implies �nding both omponents, and this pro-ess is arried out through a supervised learning proess, whih startswith a set of orretly lassi�ed examples (training examples) and whoseultimate objetive is to design a Classi�ation System, assigning lasslabels to new examples with a minimum error. Finally, the system per-formane on the test data is omputed, to gain an estimate about theFRBCS real error.The omposition of the DB is the usual one in LM. The main di�erenebetween an usual linguisti model and an FRBCS lies on the struture ofthe linguisti rule onsidered in the latter and, more onretely, on theform of the onsequent of the fuzzy lassi�ation rule. Three di�erentfuzzy lassi�ation rules have been proposed in the speialised literaturewith the onsequent being: a lass [2, 21℄, a lass and a ertainty degreeassoiated to the lassi�ation of that lass [24℄, and the ertainty degreeassoiated to the lassi�ation of eah one of the possible lasses [26℄.In this work, we will onsider FRBCSs omposed of RBs of the formertwo types:Rk : If x1 is Ak1 and : : : and xN is AkN then Y is CjRk : If x1 is Ak1 and : : : and xN is AkN then Y is Cj with rkwhere:x1; : : : ; xN are the seleted features for the lassi�ation problem,Ak1 ; : : : ; AkN are linguisti labels used to disretise the ontinuousvariable domain,Y is the lass Cj 2 fC1; : : : ; CMg to whih the example belongs,andrk is the lassi�ation ertainty degree in the lass Cj for an exam-ple belonging to the fuzzy subspae de�ned by the rule anteedent.Fousing on the FRM, the lassial approah, alled maximum math-ing, onsiders the rule with the highest assoiation degree to make the�nal deision. This FRM lassi�es the pattern with the lass of this rule.Graphially, this method ould be seen as depited in Fig. 1.3, wherethe rule Rk would show the highest assoiation degree.
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Figure 1.3 FRM that uses only the winner rule1.4 PROBLEMS OF LINGUISTICMODELINGAs said, interpretability and auray are usually ontraditory re-queriments in System Modeling. Linguisti models present sometimesa lak of auray in omplex modeling problems. As Zadeh pointedout in his priniple of inompatibility [33℄, \as the omplexity of a sys-tem inreases, our ability to make preise and yet signi�ant statementsabout its behaviour diminishes . . . ". Thus, although the use of FuzzyLogi-based tehniques, spei�ally of FRBSs, allows us to deal with themodeling of systems in whih a ertain degree of impreision is involved,building a linguisti model learly interpretable by human beings, theauray obtained is not always as good as desired and we prefer a lossin the model desription ability to obtain an improvement in the over-all model performane. The hoie between how interpretable and howaurate the model must be usually depends on the user's needs for thespei� problem and will ondition the kind of FRBS seleted to generateit.The lak of auray is due to some problems relating to the fuzzyrule struture onsidered whih are a onsequene of the inexibility ofthe onept of linguisti variable. A brief summary of these problems isshown as follows [6, 7℄:Lak of exibility due to the rigid partitioning of the input andoutput spaes.The homogeneous partitioning of these spaes when the input-output mapping varies in omplexity within the spae is ineÆientand does not sale to high-dimensional spaes.Dependent input variables are very hard to partition.



8 Limitation on the size of the RB.Hene, in many ases the linguisti model designed is not aurate toa suÆient degree and has to be disarded and replaed by other lessinterpretable but more aurate model. In this hapter, some proposalsallowing us to improve the auray of linguisti models while maintaingtheir desriptive power will be introdued.2. HOW TO IMPROVE THE ACCURACYOF LINGUISTIC MODELINGOne of the most interesting features of an FRBS is the interpolativereasoning it develops. This harateristi plays a key role in the highperformane of FRBSs and is a onsequene of the ooperation amongthe fuzzy rules omposing the KB. As is known, the output obtained froman FRBS is not usually due to a single fuzzy rule but to the ooperativeation of several fuzzy rules that have been �red, beause they maththe input to the system to some degree (Fig. 1.4).
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RmFigure 1.4 Cooperation among the fuzzy rulesImproving the ooperation among the fuzzy rules in the KB an be agood way to improve the auray of linguisti models. All our proposalswill be based on this idea.There are two omponents in an FRBS having a signi�ant inueneon the rule ooperation, the IS and the the KB. The auray of theFRBS an be inreased, while its desriptive nature an be preserved,improving the ooperation among rules in the KB by dealing with fourdi�erent aspets: the IS, the KB as a whole, and its two omponents,the DB and the RB, in isolation.



9We propose six di�erent approahes ating on these four di�erentomponents, that are not isolated and an be ombined among them:Approahes to indue ooperation from the DB:{ Geneti tuning of the membership funtions [10℄{ Simulated Annealing-based Learning of the fuzzy partitiongranularity [17℄Approahes to indue ooperation from the RB:{ Geneti seletion of fuzzy rules [10, 19, 23℄{ Aurate Linguisti Modeling paradigm: Double-onsequentlinguisti rule generation and seletion [12, 13℄Approahes to indue ooperation from the KB:{ Hierarhial Aurate Linguisit Modeling Paradigm [18℄Approahes to indue ooperation from the IS:{ Cooperative Fuzzy Reasoning Methods for Classi�ation Prob-lems [14℄In the next setions, all of these proposals will be analyzed in depth.The spei� searh proedures onsidered will not be introdued in thehapter with the aim of not extending it exessively. The reader an referto [20, 27℄ and [1℄ for lear and wide desriptions on Geneti Algorithms(GAs) and Simulated Annealing (SA) respetively.3. APPROACHES TO INDUCECOOPERATION FROM THE DATA BASEIn the last few years, many approahes have been presented to auto-matially learn the RB from numerial information (input-output datapairs representing the system behaviour). However, there is not muh in-formation about the way to derive the DB and most of these RB learningmethods need of the existene of a previous de�nition for it.A ommon way to proeed involves onsidering uniform fuzzy parti-tions with the same number of terms (usually an odd number betweenthree and seven) for all the linguisti variables existing in the problem.Therefore, this operation mode makes the DB have a signi�ant inueneon the FRBS performane. This is why some approahes try to improvethe preliminary DB de�nition onsidered one the RB have been de-rived. To put this into e�et, a tuning proess onsidering the whole KB



10obtained (the preliminary DB and the derived RB) is used a posteriorito adjust the membership funtion parameters. Our �rst proposal toimprove the auray of LM is to do with this idea: given a ompleteKB, a geneti tuning of the membership funtions. Nevertheless, thetuning proess usually only adjusts the membership funtions shapesand not the number of linguisti terms in eah fuzzy partition, whihremains �xed from the begining of the FRBS design proess. Our seondproposal has a di�erent starting point, it is a DB learning method andtries to learn an adequate fuzzy partition granularity for eah linguistivariable using Simulated Annealing.3.1 GENETIC TUNING OF THEMEMBERSHIP FUNCTIONSThe geneti tuning proess [10℄ is based on the existene of a previousomplete KB, that is, an initial DB de�nition and an RB onstitutedby m fuzzy rules. The hromosomes only enode the primary fuzzypartitions onstituting the DB in order to adjust the linguisti labelsmembership funtions for all the fuzzy rules ontained in the RB.The GA designed presents a real oding issue that allows us to main-tain the FRBS desriptive nature. Eah hromosome enodes a di�erentDB de�nition. A primary fuzzy partition is represented as an array om-posed by 3�N real values, with N being the number of terms forming thelinguisti variable term set. The omplete DB for a problem, in whihmlinguisti variables are involved, is enoded into a �xed length real odedhromosome Cr built by joining the partial representations of eah oneof the variable fuzzy partitions as is shown in the following:(aj ; bj ; j)! 3-tuple enoding of the fuzzy set jCri = (ai1; bi1; i1; : : : ; aiNi ; biNi ; iNi)! fuzzy partitionof the linguisti variable i:Cr = Cr1 Cr2 ::: Crm ! whole DB de�nition:The initial gene pool is reated making use of the initial DB de�ni-tion. This one is enoded diretly into a hromosome, denoted as C1.The remaining individuals are generated by assoiating an interval ofperformane, [lh; rh℄ to every gene h in C1, h = 1 : : :Pmi=1Ni � 3. Eahinterval of performane will be the interval of adjustment for the orre-sponding gene, h 2 [lh; rh℄.If (t mod 3) = 1 then t is the left value of the support of a fuzzynumber. The fuzzy number is de�ned by the three parameters (t, t+1,t+2) and the intervals of performane are the following:t 2 [lt; rt ℄ = [t � t+1�t2 ; t + t+1�t2 ℄



11
C CCC

C

C

C

CC
r
t
l
t+1

t+1tt
l

t+2
l

t+1
r

t+2
r
t+2Figure 1.5 Membership funtion and intervals of performane for the tuning proesst+1 2 [lt+1; rt+1℄ = [t+1 � t+1�t2 ; t+1 + t+2�t+12 ℄t+2 2 [lt+2; rt+2℄ = [t+2 � t+2�t+12 ; t+2 + t+3�t+22 ℄Fig. 1.5 shows these intervals. Therefore, we reate a populationof hromosomes ontaining C1 as its �rst individual and the remainingones initiated randomly, with eah gene being in its respetive intervalof performane.The GA designed uses the stohasti universal sampling as seletionproedure together with an elitist sheme. The operators employed forperforming the individual reombination and mutation are Mihalewiz'snon-uniform mutation [27℄ and the max-min-arithmetial rossover [22℄.The MSE introdued in Setion 1.2 plus a riterion penalyzing the lakof the ompleteness property ompose the �tness funtion. Further in-formation about this approah an be found in [10℄.Table 1.1 ollets the results of a brief experimentation where the KBobtained from the WM-method for the eletrial problem shown in theAppendix is re�ned by means of the introdued tuning proess. Thelarge auray improvement an be learly seen.Table 1.1 Results obtained with the geneti tuning proessMethod Granularity # Rules MSEtraining MSEtestWM-method 7 7 7 24 222622 240018DB Tuning 7 7 7 24 144510 173167



123.2 LEARNING AN ADEQUATE FUZZYPARTITION GRANULARITYAs said, most of RB learning methods needs a previous de�nition ofthe DB, and the onsideration of uniform fuzzy partitions with the samenumber of terms signi�atively a�ets the linguisti model auray. Tosolve this problem, we have developed a method to learn a good fuzzypartition granularity for a determinated problem [17℄. We try to learnthe number of linguisti terms for eah variable, maintaining uniformfuzzy partitions. Sine the exhaustive exploration of the searh spae isa very time onsuming task, we onsider the SA heuristi loal searhtehnique to perform the searh.In our ase, given an RB generating method and an spei� problem,eah andidate solution is a onrete granularity level for eah prob-lem variable (number of labels), and the ost funtion is based on theMSE of the FRBS obtained with the WM-method using a DB with thatgranularity.Three stopping riteria have been onsidered in order to redue therun time of the proedure:The maximum number of iterations allowed without global im-provement is reahed.No solution was aepted in the last iteration.The maximum number of solutions have been generated.It is interesting to point out that in all the runs done in [17℄ theproedure �nished due to the �rst or seond stopping riteria.The basi operation mode of SA, adapted to our problem, is desribedin the next algorithm, with L being the number of possible values forthe labels (seven in our ase, f3; : : : ; 9g), with N being the number ofproblem variables, with � being the dereasing fator of the tempera-ture, and with To, T being respetively the initial temperature, and thetemperature in suessive iterations.SA (T0; �;N;L):T  T0;Sat  Generate Initial Solution;Sbest  Sat;while (solutions � LN ) and (iterations without improv: < N)and not(iteration without aepted solution) dobeginount 0



13while (ount < N3) and (aepted solution number < N2) dobeginSand  Generate Solution N(Sat);Æ  ost(Sand)� ost(Sat);if (U(0; 1) < e(�Æ=T )) or (Æ < 0)then Sat  Sand;if ost(Sat) < ost(Sbest)then Sbest  Sat;ount ount+ 1;end;T  �(T );end;fWrite as �nal solution, Sbest gThe implementation of our SA proedure inorporates a taboo reordof explored solutions, along with their ost, in order to eliminate thepossibility of redundant exeutions of the RB generating method, withthe onsequent saving of run time. In fat, only 32 of the 59 solutionsgenerated in the experiment developed in this hapter were evaluated.The results obtained are shown in Table 1.2, where the linguisti modelgenerated by means of the granularity learning proess an be omparedwith the one generated by the WM-method when onsidered the samenumber of labels (seven) for the three problem variables.For more details about the SA proedure used and a wider experi-mentation, refer to [17℄.Table 1.2 Results obtained with the SA-based fuzzy partition granularity learningMethod Granularity # Rules MSEtraining MSEtestWM-method 7 7 7 24 222622 240018SA-based granularity learning 8 9 9 28 192980 2306754. APPROACHES TO INDUCECOOPERATION FROM THE RULE BASEIn this setion, two methods to improve the FRBS performane byinreasing the ooperation among the rules belonging to the RB areproposed: a geneti seletion proess of fuzzy rules and the AurateLinguisti Modeling paradigm, based on double-onsequent fuzzy rules.



144.1 GENETIC SELECTION OF FUZZYRULESThe operation mode of many RB generation methods means that, ineah input subspae, the rules are reated individually from the examplesin the input-output data set without taking into aount the oopera-tion existing between them to give the �nal model output. That is, noinformation about the neighbour rules is onsidered in order to generatethem. Beause of this, the generated RB may present redundant or un-neessary rules making the model using this KB less aurate. In orderto avoid this fat, a rule seletion geneti proess is proposed in [10, 23℄with the aim of simplifying the initial linguisti rule set by removing theunneessary rules from it and generating a KB with good ooperation.The seletion of the subset of linguisti rules best ooperating is aombinatorial optimization problem. Sine the number of variables in-volved in it, i.e., the number of preliminary rules, may be very large, weonsider an approximate algorithm to solve it, a GA. Another proesssolving the problem of seleting rules by means of the same tehnique isto be found in [25℄.The rule seletion geneti proess is based on a binary oded GA, inwhih the seletion of the individuals is performed using the stohastiuniversal sampling proedure together with an elitist seletion sheme,and the generation of the o�spring population is put into e�et by usingthe lassial binary multipoint rossover (performed at two points) anduniform mutation operators.The oding sheme generates �xed-length hromosomes. Consideringthe rules ontained in the initial linguisti rule set ounted from 1 to m,an m-bit string C = (1; :::; m) represents a subset of andidate rules toform the RB �nally obtained, Bs, suh that,If i = 1 then Ri 2 Bs else Ri 62 BsThe initial population is generated by introduing a hromosome rep-resenting the omplete previously obtained rule set, i.e., with all i = 1.The remaining hromosomes are seleted at random.As regards the �tness funtion, F (Cj), it is based on the MSE of theFRBS using the RB enoded in the hromosome over the training dataset as well as a riterion penalyzing the lak of the ompleteness propertyof the said RB.A possible improvement of this method is the geneti multiseletionproess [19℄, whih obtains di�erent simpli�ed RBs for modeling andlassi�ation problems. It selets the rules ooperating best from theprevious RB, by working as follows:



15The basi rule seletion geneti proess is run several times.Eah time a simpli�ed rule set is generated, the spae zone whereit is loated is penalized by means of a genotypi sharing funtion(nihing GAs [20℄).The proess ends when the desired number of simpli�ed RBs isgenerated.Results for this proposal will not be presented in this hapter, sinethe WM-method generates a small rule set whih does not verify theompleteness property. For some results obtained when applying thegeneti seletion proess to RBs generated from other learning methods,refer to [10, 19, 23℄. On the other hand, we will see that the genetiseletion proess is onsidered in the other approah proposed to indueooperation from the RB (next subsetion) and on the one presented toindue it from the whole KB (Setion 5.).4.2 THE ACCURATE LINGUISTICMODELING PARADIGMThe Aurate Linguisti Modeling (ALM) [12, 13℄ is a methodologyto obtain more ooperative RBs for linguisti models. It is based on thefollowing two aspets:The usual linguisti model struture is extended allowing the RB topresent rules where eah ombination of anteedents may have twoonsequents (the primary and seondary in importane) assoiatedwhen it is neessary to improve the model auray. It is learthat this will improve the apability of the model to perform theinterpolative reasoning and, thus, its performane.We should note that this operation mode does not onstitute aninonsisteny from the interpolative reasoning point of view butonly a shift of the main labels making that the �nal output of therule lie in an intermediate zone between them both. Hene, it mayhave the following linguisti interpretation. Let us suppose thata spei� ombination of anteedents, \x1 is A1 and . . . and xn isAn", has two di�erent onsequents assoiated, B1 and B2. Froma LM point of view, the resulting double-onsequent rule may beinterpreted as follows:IF x1 is A1 and . . . and xn is An THEN y is between B1 and B2The previous point deals with the improvement of the fuzzy rea-soning in an input subspae de�ned by a spei� ombination of



16 anteedents. On the other hand, the seond aspet deals with theooperation between the rules in the KB, i.e., with the overlappedspae zones that are overed by di�erent linguisti rules. Hene, itis onsidered an operation mode based on generating a preliminaryfuzzy rule set in whih single and double-onsequent rules oexistand seleting the subset of them best ooperating. It is importantto remark that eah double-onsequent rule is deomposed in twosimple ones in the seletion proess. Thus, this stage will speifywhih double-onsequent rules in the preliminary rule set will re-main in the �nal RB, that is, those fuzzy input subspaes whosetwo simple rules assoiated have been �nally seleted.On the other hand, it should be noted that the said operation modegives more freedom to the RB generation proess. As is known,the generation of the best fuzzy rule in eah subspae does notensure that the FRBS designed will perform well, due to the fatthat the rules omposing the KB may not ooperate suitably. Therule seletion onsidered in ALM an make the �nal RB presentsingle-onsequent rules not being the best ones in their fuzzy inputsubspaes in order to improve the ooperation of the global RB.In [12℄, two spei� generation proesses based on the ALM method-ology are introdued. Both of them are based on two stages: double-onsequent rule generation and rule seletion. In the following, one ofthese proesses is briey desribed:1. A linguisti rule generation method from examples based on a mod-i�ation of the WM-method that involves generating the two mostimportant onsequents for eah ombination of anteedents (in-stead of only the most important one, as this method usually do).All the WM-method steps shown in the Appendix remains thesame but the fourth one (Obtain a �nal RB from the preliminaryfuzzy rule set). Whilst in that method the rule with the highestimportane degree is the only one hosen for eah ombination ofanteedents, in our ase we allow two di�erent rules, the two mostimportant ones in eah input subspae (if they exist), to form partof the RB, thus reating a double-onsequent rule.Of ourse, a ombination of anteedents may not have rules asso-iated (if there are no examples in that input subspae) or onlyone rule (if all the examples in that subspae generated the samerule). Therefore, the generation of rules with double onsequent isonly addressed when the problem omplexity, represented by theexample set, shows that it is neessary.



172. The rule seletion geneti proess, introdued in Setion 4.1, thatselets the subset of rules in the preliminary linguisti set ooper-ating best working in the said way.Another important harateristi of ALM is that it has no inueneon the linguisti model inferene system. The only restriition imposedis that the defuzzi�ation method must onsider the mathing degreeof the rules �red. In this hapter we work with the Center of Gravityweighted by the mathing degree [9℄.The inferene mehanism designed will perform in the way shown nextwhen it reeives an input x0 = (x1; : : : ; xn):1. For eah rule Ri, i = 1; : : : ; T , in the KB:(a) Compute the mathing degree, hi, of the rule:hi =Min(�Ai1(x1); : : : ; �Ain(xn))(b) Apply the Minimum t-norm in the role of impliation operatorto obtain the fuzzy set resulting from the appliation of theinferene proess on that rule, B0i:�B0i(y) =Min(hi; �Bi(y))2. Obtain the Center of Gravity for eah individual fuzzy set B0i:yi = RV y � �B0i(y) � dyRV �B0i(y) � dy3. Compute the �nal output given by the system as output, y0, byaggregating the partial ations obtained by means of the mathingdegree weighted average: y0 = PTi=1 hi � yiPTi=1 hiThe results obtained by the ALM-based proess proposed in the solv-ing of the eletrial appliation takled are showed in Table 1.3. In orderto analyze the inuene of the geneti seletion proess introdued inSetion 4.1, two di�erent rows will be assoiated to the ALM proess inthe table, eah one olleting the results obtained after the appliation ofeah stage omposing it. As an be seen, the linguisti model obtainedis simpler and more aurate to a high degree than the WM-methodone. We should note that the number of rules showed (20) stands forsimple rules, i.e., the double-onsequent rules existing in the RB havebeen ounted twie for omparison purposes.



18 Table 1.3 Results obtained with ALMMethod Granularity # Rules MSEtraining MSEtestWM-method 7 7 7 24 222622 240018ALM (generation) 7 7 7 34 231174 260067ALM (seletion) 7 7 7 20 155866 1786015. APPROACHES TO INDUCECOOPERATION FROM THEKNOWLEDGE BASEA single method will be introdued belonging to the group of ap-proahes induing ooperation from the whole KB (i.e., both from theDB and the RB), the Hierarhial System of Linguisti Rules (HSLR)learning methodology. In HSLRs, the linguisti variables involved in thefuzzy rules are de�ned in linguisti partitions with di�erent granularitylevels, thus making the rules belong to di�erent hierarhial levels [18℄.To do so, the KB struture of linguisti models is extended by in-troduing the onept of \layers". In this extension, whih is also ageneralization, the KB is omposed of a set of layers where eah oneontains linguisti partitions with di�erent granularity levels and lin-guisti rules whose linguisti variables take values in these partitions.This KB is alled Hierarhial Knowledge Base (HKB), and it is formedby a Hierarhial Data Base (HDB) and a Hierarhial Rule Base (HRB),ontaining linguisti partitions of the said type and linguisti rules de-�ned over them, respetively.The desription of the HKB and the relation between its omponentsis studied next, and the methodology to automatially design an HSLRfrom generi linguisti rule generating methods is introdued later on.For more details about HSLR methodology, refer to [18℄.5.1 HIERARCHICAL KNOWLEDGE BASEThis HKB is omposed of a set of layers. We de�ne a layer by itsomponents in the following way:layer(t; n) = DB(t; n) +RB(t; n)withDB(t; n) being the DB whih ontains the linguisti partitions withgranularity level n of layer t; and with RB(t; n) being the RB formed bythose linguisti rules whose linguisti variables take values in the formerpartitions. From now on and for the sake of simpliity, we are going



19to refer to the omponents of a DB(t; n) and RB(t; n) as n-linguistipartitions and n-linguisti rules, respetively.This set of layers is organized as a hierarhy, where the order is givenby the granularity level of the linguisti partition de�ned in eah layer.That is, given two suesive layers t and t+1; then the granularity levelof the linguisti partitions of layer t+1 is greater than the ones of layert. This auses a re�nement of the previous layer linguisti partitions.As a onsequene of the previous de�nitions, we ould now de�ne theHDB as the union of the DBs of every layer t:HDB = [tDB(t; n)and by the same token, the HRB is de�ned as:HRB = [tRB(t; n)Fousing again on the HDB, we should note that, in this work, we areusing n-linguisti partitions with the same number of linguisti termsfor all input-output variables, omposed of triangular-shaped, symetrialand uniformly distributed membership funtions.In order to build the HDB, we develop an strategy whih satis�es twomain requirements:To preserve all possible fuzzy set strutures from one layer to thenext in the hierarhy.To make smooth transitions between suessive layers.Hene, to build a new linguisti partition in the DB of the layer t+1from a n-linguisti partition of the layer t with the minimum hange be-tween their granularity levels; we just add a new linguisti term betweeneah two onseutive terms of the n-linguisti partition, after reduingthe support of these linguisti terms in order to keep plae for the newone, whih is loated in the middle of them. An example of the orre-spondene between a 3-linguisti partition and 5-linguisti partition isshown in Fig. 1.6.Generially, we ould say that a DB from a layer t+1 is obtained as:DB(t; n)! DB(t+ 1; 2 � n� 1)whih means that an n-linguisti partition in DB(t; n) with n linguistiterms beomes a (2�n� 1)-linguisti partition in DB(t+ 1; 2 � n� 1).As regards the HRB, the n-linguisti rules ontained in RB(t; n) arethose rules whose linguisti variables take values from the n-linguistipartitions ontained in DB(t; n).
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4SFigure 1.6 Transition from a partition in DB(1; 3) to another one in DB(2; 5)The main purpose of developing an HRB is to model the spae ofthe problem in a more aurate way. To do so, those n-linguisti rulesthat model a subspae with bad performane are expanded in a set of(2�n�1)-linguisti rules, whih beome their image in RB(t+1; 2�n�1).This set of rules models the same subspae that the former one andreplaes it.We should note that not all n-linguisti rules are to be expanded.Only those n-linguisti rules whih model a subspae of the problemwith a signi�ant error beome the ones that are involved in this ruleexpansion proess to build the RB(t+1; 2 � n� 1). The remaining rulespreserve their loation in RB(t; n).An explanation for this behaviour ould be found in the fat thatit is not always true that a set of rules with a higher granularity levelperform a better modeling of a problem than other set omposed oflinguisti rules with a lower granularity level. Moreover, this is not truefor all kinds of problems, and what is more, it is also not true for alllinguisti rules that model a problem [16℄. In an attempt to put this idea



21into e�et, we onsider a three-stage proess to perform the mentionedrule expansion:Seletion of those bad performane n-linguisti rules from RB(t; n)that are going to be expanded in RB(t+ 1; 2 � n� 1).Seletion of those terms from DB(t + 1; 2 � n � 1) that are goingto be ontained in the (2�n � 1)-linguisti rules, onsidered as animage of the bad rules.Aomplishment of the (2�n�1)-linguisti rule generation proess,based on the previously seleted term sets.5.2 STRUCTURE OF THE HSLRLEARNING METHODOLOGYOur HSLR learning methodology is omposed of three main proesseswhih will be desribed in detail in the following subsetions [18℄:The �rst proess generates the HKB following the desriptionsgiven previously.The seond proess performs a geneti rule seletion task that re-moves the redundant or unneessary rules from the HRB in orderto selet a subset of rules that ooperate better.In the third proess, a user evaluation proess extends this ap-proah to an iterative proess, where he ould adapt many param-eters and re-exeute the proesses to ahieve better results.5.3 HIERARCHICAL KNOWLEDGE BASEGENERATION PROCESSIn this subsetion we present our metodology to generate an HKB. It isbased on an indutive linguisti rule generation method (LRG-method),that in this hapter will be the WM-method. It also takes as a base aset of input-output data Ep and a previously de�ned DB(t; n).Our HKB generation proess has three main steps, that are listedbelow:1. RB(t,n) generation proess, where the rules from the presentDB(t; n) are generated.An LRG-method is run with the terms de�ned in the present par-titions, that are in DB(t; n), denoted as LRG(DB(t; n); Ep):



22 2. RB(t+1,2�n-1) generation proess, where the linguisti rulesfrom layer t+1 are generated taking into aount RB(t; n),DB(t; n)and DB(t+ 1; 2 � n� 1):(a) Calulate the error of RB(t,n): ComputeMSE(Ep; RB(t; n))(b) Calulate the error of eah individual n-linguisti rule: Com-pute MSE(Ei; Rni ).() Selet the set of n-linguisti rules with bad performane: S-elet those bad n-linguisti rules whih are going to be ex-panded:IF MSE(Ei; Rni ) � � � MSE(Ep; RB(t; n)) THEN Rni 2RBbad(t; n) ELSE Rni 2 RBgood(t; n)For example, � = 1:1 means that an n-linguisti rule withan MSE a 10 % higher than the MSE of the entire RB(t; n)should be expanded.(d) Obtain the DB(t+1,2�n�1): reate DBxj (t+1,2�n�1) for allinput linguisti variables xj (j = 1; :::;m), andDBy(t+1,2�n�1) for the output linguisti variable y.(e) Selet the (2�n � 1)-linguisti partition terms: Obtain thoseterms in DB(t+1,2�n � 1) that are onsidered in the fuzzyinput and output subspaes of the bad rules that are to beexpanded: I(Rni ); 8Rni 2 RBbad(t; n):(f) Combine the seleted (2�n � 1)-linguisti partition terms toperform (2�n�1)-linguisti rules: For eah Rni 2 RBbad(t; n);ompute LRG(I(Rni ); Ei):3. HRB summarization proess, where the linguisti rules fromthe both RBs are joined to obtain the HRB.Obtain a set of linguisti rules, joining the group of the new gen-erated (2�n � 1)-linguisti rules and the former good performanen-linguisti rules:HRB = RBgood(t; n) [RB(t+ 1; 2 � n� 1)5.4 HIERARCHICAL RULE BASESELECTION PROCESSAs has been seen in previous setions, the operation mode of theproposed generation method means that in eah input subspae, the n-linguisti rules are reated individually from the examples in the input-output data set. This happens without taking into aount the ooper-ation existing among the rules whih gives the �nal model output. That



23is, no information about the neighbor rules is onsidered in order togenerate them.In the HRB -where there are oexisting rules with di�erent granularitylevels- it may happen that a omplete set of (2 �n � 1)-linguisti rules,whih replaes an expanded rule, does not produe good results. Thismeans that there will be higher errors. However, a subset of this set of(2 �n � 1)-linguisti rules may work properly, with less rules that havegood ooperation between them. Thus, the HRB generated may presentredundant or unneessary rules making the model using this HKB lessaurate.In order to avoid this fat, we will use the linguisti rule seletiongeneti proess desribed in Setion 4.1. with the aim of simplifying theinitial linguisti rule set by removing the unneessary rules from it andgenerating an HKB with good ooperation.5.5 USER EVALUATION PROCESSThe appliation of our metodology ould be also onsidered as anuser ontrolled iterative proess. In this sense, the user ould adaptthe granularity of the initial linguisti partitions and/or the threshold� whih determines if an n-linguisti rule will be expanded in a set of(2�n� 1)-linguisti rules, and apply again the proess in order to obtaina better model.This proess works in this way: if the error measure of the obtainedmodel (i.e. global error) does not satisfy the user requirements, thenthe user an adapt the parameter � {item 2. in the HKB GenerationProess{ and/or reinitialize the proess with a di�erent granularity levelfor the initial partition of the linguisti variables domain.5.6 EXPERIMENTAL STUDYThe results obtained by applying the HSLR learning proess intro-dued in this setion to the eletrial problem are shown in Table 1.4.For a omplete experimentation to solve this and other problems, referto [18℄. In view of the data showed in the table, it an be seen thatthe model generated performs signi�antly better than the WM-methodone, with a short intrepretability lose (28 rules in the KB instead of 24).



24 Table 1.4 Results obtained with the HSLR methodologyMethod Granularity # Rules MSEtraining MSEtestWM-method 7 7 7 24 222622 240018granularity learning (WM,5,9) 28 157755 1804886. APPROACHES TO INDUCECOOPERATION FROM THE INFERENCESYSTEMIn this setion, we propose a new fuzzy reasoning model for a on-rete type of linguisti models: FRBCSs, the FRBSs for lassi�ationproblems. Some spei� FRMs inluded in the general model will bealso introdued with the aim of improving the rule ooperation in thesekinds of systems.6.1 IMPROVING THE RULECOOPERATION IN FRBCSSBy using the lassial FRBCS reasoning method shown in Setion1.3, the information provided by the other rules that also are ompatible(have also been �red) with the example is not onsidered. In this setion,we propose to use FRMs that ombine the information given by thedi�erent rules �red by a pattern.To do so, a general reasoning model for FRBCSs [14℄ is introdued,that in this paper is partiularised to an RB omposed of rules with alass and its ertainty degree in the onsequent. This model is desribedin the following.In the lassi�ation of an example Et = (et1; : : : ; etN ), the RB R =fR1; : : : ; RLg is divided into M subsets aording to the lass indiatedby its onsequent, R = RC1 [RC2 [ : : : [RCMand the next sheme is followed:1. Compatibility degree. The ompatibility degree of the an-teedent with the example is omputed for all the rules in theRB, applying a t-norm over the membership degree of the valuesof the example (eti) to the orresponding fuzzy subsets.Rk(Et) = T (�Ak1 (et1); : : : ; �AkN (etN )); k = 1; : : : ; L



252. Assoiation degree. The assoiation degree of the example Etwith the M lasses is omputed aording to eah rule in the RB.bki = h(Rk(Et); rk); k = 1; : : : ; jRCi j i = 1; : : : ;M3. Weighting funtion. The values obtained are weighted by meansof a funtion g. An expression whih promotes the highest valuesand penalizes the smallest ones seems to be the most adequatehoie for this funtion.Bki = g(bki ); k = 1; : : : ; jRCi j i = 1; : : : ;M4. Pattern lassi�ation soundness degree for all lasses. Toompute this value, an aggregation operator is used whih om-bines, for eah lass, the positive assoiation degrees omputed inthe previous stepYi = f(Bki ; k = 1; : : : ; jRCi j and Bki > 0); i = 1; : : : ;Mwith f being an aggregation operator that returns a value betweenthe minimum and the maximum.5. Classi�ation. A deision funtion F is applied to the lassi�-ation degrees of the example. This funtion will return the lasslabel orresponding to the maximum value.Cl = F (Y1; : : : ; YM ) suh that Yl = maxj=1;:::;M YjWe should note that, in this general model, if we selet the funtion fin the fourth step as the maximum operator, we have the lassial FRM:f0(a1; : : : ; as) = maxi=1;:::;saiwith a1; : : : ; as being the values to aggregate for an example Et withrespet to a lass Cj .Aording to the general reasoning model, we propose a new kind ofinferene models. The di�erene lies on the hoie of funtion f(�) instep 4, due to the fat that we onsider FRMs that integrate all fuzzyrules to derive onlusions from a set of fuzzy lassi�ation rules and apattern. This idea is graphially represented in Fig. 1.7.Some proposals for the funtion f in FRBCSs belonging to this familyare desribed in Table 1.5. An analysis of them, as well as a review ofprevious appliations of the �rst funtion f1, is to be found in [14℄.
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Figure 1.7 FRM integrating all fuzzy rulesTable 1.5 Di�erent proposals for the aggregation funtion f in step 4Normalized Sumf1(a1; : : : ; as) = Psi=1 aif1maxf1max = maxj=1;:::;MPsi=1 ai Sowa and-likef4(a1; : : : ; as) = � � amin + (1� �) 1s sPi=1 ai� 2 [0; 1℄; amin = minfa1; : : : ; asgArithmeti Meanf2(a1; : : : ; as) = sPi=1 ais Sowa or-likef5(a1; : : : ; as) = � � amax + (1� �) 1s sPi=1 ai� 2 [0; 1℄; amax = maxfa1; : : : ; asgQuasiarithmeti Meanf3(a1; : : : ; as) = H�1 � 1s sPi=1H(ai)�H(x) = xp; p 2 R Baddf6(a1; : : : ; as) = sPi=1 a�+1isPi=1 a�i ; � 2 Rwith a1; : : : ; as being the values to aggregate for pattern Et with respet to a lass Cj6.2 EXPERIMENTAL STUDYFor this brief study, two well known sets of samples, IRIS and PIMA,have been onsidered. The IRIS data base is a set of 150 examples ofiris owers with three lasses and four attributes. PIMA is a set of 768solved ases of diagnostis of diabetes where eight variables are takeninto aount and there are two possible lasses (having or not having thedisease).Taking into aount the harateristis of the example sets, fuzzypartitions onstituted by �ve triangular fuzzy sets have been onsideredto de�ne the DB in both ases. As regards the RB, two di�erent kinds offuzzy lassi�ation rules have been onsidered for the experimentation,



27the ones with only a lass and with a lass and its ertainty degree inthe onsequent. The RB has been generated by means of the adaptionof the WM-method to lassi�ation problems shown in the Appendix inboth ases.To alulate an error estimation of an FRBCS, random resampling[32℄ with �ve random partitions of the sample bases in training and testsets (70% and 30% respetively) have been onsidered.The best results obtained with our di�erent proposals of FRMs areshowed in Tables 1.6 and 1.7 for the two types of rules onsidered. Thelassi�ation perentages obtained by the lassial reasoning methodare also shown for omparison purposes. For a omplete experimentalstudy inluding all the FRMs proposed and omparing against di�erentlassi�ation tehniques, refer to [14℄.Table 1.6 Results obtained when using rules with a lass in the onsequentIris PimaFRM Tra Test FRM Tra TestClassial (f0) 90.97 88.25 Classial (f0) 89.51 64.88f1 g2 98.56 94.38 f1 g1 83.97 72.11f5 g2 90.64 92.27 f6 g2 91.32 67.38f3 g2 89.73 91.78 f5 g2 85.78 64.56
Table 1.7 Results obtained when using rules with a lass and a ertainty degree inthe onsequent Iris PimaFRM Tra Test FRM Tra TestClassial (f0) 97.31 94.32 Classial (f0) 85.81 73.23f3 g1 97.31 94.32 f6 g2 85.89 73.53f5 g1 97.31 94.32 f6 g1 85.85 73.53f6 g1 97.31 94.32 f3 g2 85.78 73.44In view of the results obtained, the ooperative FRMs have demon-strated a good behaviour with RBs obtained from rule generation pro-esses not onsidering them. However, it is possible to obtain betterresults by inluding them in the FRBCS learning proess. To do so, athree-stage geneti fuzzy rule-based lassi�ation system onsidering therule ooperation indution during the learning stage was introdued in[11℄.



287. SUMMARYThis hapter has been devoted to the problem of improving the a-uray of linguisti models while maintaining its desriptive power. Asshown, linguisti models are human-readable rule-based desriptions ofthe system modeled but sometimes they are not as aurate as desireddue to some problems of the linguisti rule struture.With this aim, the possibility of improving the way in whih the lin-guisti model performs interpolative reasoning by improving the ooper-ation between the rules in the KB has been analyzed. Several approahesto do so have been introdued, lassi�ed in four di�erent groups aord-ing to the FRBS omponent from whih the ooperation is indued: IS,KB, DB and RB. To be preise, the following six approahes have beenstudied:Geneti tuning of the membership funtions (DB).SA-based Learning of the DB from examples (DB).Geneti seletion of fuzzy rules (RB).The ALM paradigm, based on a double-onsequent linguisti rulegeneration and seletion (RB).The HALM paradigm, based on a hierarhial linguisti rule gen-eration and seletion (KB).Cooperative FRMs for lassi�ation problems (IS).The behaviour of the �rst �ve has been analyzed in solving a real-world Spanish eletrial distribution problem, where all of them haveobtained good results, being more aurate than the basi linguistimodel generated from the WM-method. On the other hand, the lastone has shown good performane with the lassial IRIS and PIMAdata sets.As mentioned in the hapter, the di�erent approahes proposed arenot mutually exlusive and an be ombined to obtain better linguistimodels. In fat, the ALM and HALM paradigms make use of other ofthe approahes introdued, the rule seletion geneti proess, as one oftheir omponents. This fat makes us think that the ombination of thedi�erent approahes an be a promising researh �eld and our futurework will be foused on studying it.AknowledgmentsThis researh has been suported by the "Ministerio de Eduai�on y Cienia" ofSpain under projet PB98-1319.



29Appendix: The Wang and Mendel Rule GenerationMethodThe Wang and Mendel's RB generation method (WM-method) [30℄is one of the simplest and most known LM design methods (for moreinformation about the di�erent learning tehniques onsidered for thistask and some spei� approahes, refer to [4℄). In this indutive method,the generation of the RB is put into e�et by means of the following steps:1. Consider a fuzzy partition of the input variable spaes: It maybe obtained from the expert information (if it is availaible) orby a normalization proess. If the latter is the ase, perform afuzzy partition of the input variable spaes dividing eah universeof disourse into a number of equal or unequal partitions, seleta kind of membership funtion and assign one fuzzy set to eahsubspae.2. Generate a preliminary linguisti rule set: This set will be formedby the rule best overing eah example (input-ouput data pair)ontained in the tarining data set. The struture of these rules isobtained by taking a spei� example, i.e., an n + 1-dimensionalreal array (n input and 1 output values) and setting eah one ofthe rule variables to the linguisti label assoiated to the fuzzy setbest overing every array omponent.3. Give an importane degree to eah rule: Let Rl = IF x1 is A1 and. . . and xn is An THEN y is B be the linguisti rule generatedfrom the example el = (xl1; : : : ; xln; yl). The importane degreeassoiated to it will be obtained as follows:G(Rl) = �A1(xl1) � : : : � �An(xln) � �B(yl)4. Obtain a �nal RB from the preliminary fuzzy rule set: The rulewith the highest importane degree is hosen for eah ombinationof anteedents.Appendix: The Wang and Mendel Rule GenerationMethod for Classi�ationIn [8℄, an extension of the WM-method was proposed to deal withlassi�ation problems. This proess starts with a set of input-outputdata pairs (the training data set) with the following struture:E1 = (e11; : : : ; e1N ; o1); E2 = (e21; : : : ; e2N ; o2); : : : ; Ep = (ep1; : : : ; epN ; op)



30 Table 1.C.1 Variables of the eletrial problemSymbol Meaningx1 Number of inhabitants of the townx2 Distane from the enter of the town to the three furthest lientsy Total length of low voltage line installedwhere oh is the lass label for the pattern Eh.The task here is to generate a set of linguisti lassi�ation rules fromthe training data set that desribes the relationship between the systemvariables and determines a mapping D between the feature spae SNand the lass set C = fC1; : : : ; CMg.The method onsists of the following steps:Fuzzifying the feature spae. Finding the domain intervals of the at-tributes and partition eah domain into Xi regions (i = 1; : : : ; N).A membership funtion is adopted for eah fuzzy region.Generating fuzzy rules from given data pairs. For eah trainingdata Eh = (eh1 ; : : : ; ehN ; oh), we have{ To determine the membership degrees of ehi in di�erent inputfuzzy subsets.{ To assign the input eh1 ; : : : ; ehN to the region with the maxi-mum membership degree.{ To produe a fuzzy rule from Eh, with the if-part that rep-resents the seleted fuzzy region and the onsequent with thelass determined by oh. Repeated fuzzy rules are not onsid-ered.Appendix: Total low voltage line length installed ina rural townThe problem onsidered is that of �nding a model that relates thetotal length of low voltage line installed in Spanish rural towns [15℄. Thismodel will be used to estimate the total length of line being maintainedby an eletrial ompany. We were provided with a sample of 495 townsin whih the length of line was atually measured and the ompany usedthe model to extrapolate this length over more than 10.000 towns withthese properties. We will limit ourselves to the estimation of the length



31of line in a town, given the inputs showed in Table 1.C.1. To developthe di�erent experiments in this hapter, the sample has been randomlydivided in two subsets, the training and test ones, with an 80%-20%of the original size respetively. Thus, the training set ontains 396elements, whilst the test one is omposed by 99 elements.Referenes[1℄ Aarts, E.H.L., Simulated Annealing and Boltzman Mahines: A S-tohasti Approah to Combinatorial Optimization and Neural Com-puting, John Wiley & Sons, 1989.[2℄ Abe, S., Thawonmas, R., \A Fuzzy Classi�er with Ellipsoidal Region-s," IEEE Transations on Fuzzy Systems, Volume 5, No. 3, 1997, pp.358-368.[3℄ Alal�a, R., Casillas, J., Cord�on, O., Herrera, F., \Approxi-mate Mamdani-type Fuzzy Rule-Based Systems," Tehnial Report#DECSAI-990117, Dept. of Computer Siene and A.I., Universityof Granada, Otober 1999.[4℄ Alal�a, R., Casillas, J., Cord�on, O., Herrera, F., Zwir, I., \Tehniquesfor Learning and Tuning Fuzzy Rule-Based Systems for LinguistiModeling and Their Appliation," in: C.T. Leondes (ed.), KnowledgeEngineering. Systems, Tehniques and Appliations, Aademi Press,1999.[5℄ Bardossy, A., Dukstein, L., Fuzzy Rule-Based Modeling With Ap-pliation to Geophysial, Biologial and Engineering Systems, CRCPress, 1995.[6℄ Bastian, A., \How to Handle the Flexibility of Linguisti Variableswith Appliations," International Journal of Unertainty, Fuzzinessand Knowledge-Based Systems, Volume 2, No. 4, 1994, pp. 463-484.[7℄ Carse, B., Fogarty, T.C., Munro, A., \Evolving Fuzzy Rule BasedControllers using Geneti Algorithms," Fuzzy Sets and Systems, Vol-ume 80, 1996, pp. 273-293.[8℄ Chi, Z., Wu, J., Yan, H., \Handwritten Numeral Reognition UsingSelf-organizing Maps and Fuzzy Rules," Pattern Reognition, Volume28, No. 1, 1995, pp. 59-66.[9℄ Cord�on, O., Herrera, F., Peregr��n, A., \Appliability of the FuzzyOperators in the Design of Fuzzy Logi Controllers," Fuzzy Sets andSystems, Volume 86, 1997, pp. 15-41.[10℄ Cord�on, O., Herrera, F., \A Three-stage Evolutionary Proess forLearning Desriptive and Approximative Fuzzy Logi Controller
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