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Learning in non-balanced domains

Data sets are said to be balanced if there are, approximately, as
many positive examples of the concept as there are negative ones.

The positive examplés are more interesting or their misclassification
has a higher associate cost.

|

G. Cohen, M. Hilario, H. Sax, S. Hugonnet, A. Geisbuhler. Learning from Imbalanced Data in
Surveillance of Nosocomial Infection. Artificial Intelligence in Medicine 37 (2006) 7-18
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Learning in non-balanced
domains

The classes of small size are usually labeled by rare cases (rarities).

The most important knowledde usually resides in the rare cases.

- I - - -
These cases are common in classification problems:
Ej.: Detection of uncgmmon diseases.

Imbalanced data:Few sick persons and lots of healthy persons.

Some real-problems: ?
Fraudulent credit card transactions
Learning word pronunciation

Prediction of pre-term births

Prediction of telecommunications equipment failures
Detection oil spills from satellite images

Detection of Melanomas
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Learning in non-balanced domains

Problem: |

I x
e The problem with class imbalances is that standard learners
are often biased | 'owards the majority class.
e That is because these classifiers attempt to reduce global

quantities such as the error rate, not taking the data
distribution into’consideration.

Result:

e As a result examples from the overwhelming class are well-
classified whereas examples from the minority class tend to
be misclassified.
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Learning in non-balanced domains

¢cWhy is difficult to learn in

imbalanced domains?

Class imbalance ig not the only
responsible of the flack in accuracy of an

algorithm. q

The class overlaf)plng also influences
the behaviour of the algorithms, and it Is
very typical in these domains.

N.V. Chawla, N. Japkowicz, A. Kolcz. Editorial: special issue on learning from imbalanced data
sets. SIGKDD Explorations 6:1 (2004) 1-6
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Learning in non-balanced domains

¢How can we evaluate an algorithm in
Imbalanced domains?

¥ Positive Negative

Prediction It doesn’t take into

alse Negative account the False
L Negative Rate, which is
i

Positivel Class

(FN) very important in
w
Negative Class

s True Negative imbalanced problems
(FP) (TN)

Confusion matrix for a two-class problem

Classical evaluation:

Error Rate: (FP + FN)/N
Accuracy Rate: (TP + TN) /N
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Learning in non-balanced domains

Imbalanced evaluation based on the geometric mean:

, :
Positive true ratio: ‘a* = TP/(TP+FN)
Negative true ratio;; a- = TN / (FP+TN)
Evaluation function: True ratio

I g=+J@-a)
Precision = TP/(TP+FP)
Recall = TP/(TP+FN)

F-measure: (2 x precision X recall) / (recall + precision)

R. Barandela, J.S. Sanchez, V. Garcia, E. Rangel. Strategies for learning in class imbalance
problems. Pattern Recognition 36:3 (2003) 849-851
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Learning in non-balanced domains

ROC Curves

The confusion }"natrix 1S
normalized byjcolumns

A.P. Bradley, The use of the area
under the ROC curve in the evaluation
of
machine learning algorithms, Pattern
Recognition 30(7) (1997) 1145-1159.
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True Positives

Learning in non-balanced domains

“crisp” and “soft” classifiers:
B A “crisp” classifier (discrete) predicts a class among the candidates.

M A “soft” classifier (q'robabilislic) predicts a class, but this prediction is
accompanied by a reljability value.

Crisp Soft
ROC curve
1,000 B -
o :
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=
0,600 £
&
0,400 o
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0,200
0,000
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False Positives 5 aa i o n

Falée Poéiti\re ra"te_

AUC: Area under ROC curve. Scalar quantity widle used for
estimating classifiers performance. 11



Learning in non-balanced domains

ROC analysis oriented to data resampling in
Imbalanced domains

Satimage ROC with Ripper
1CH] T T T T [ T o — | —T T

The resampling algorithm must allow | S
to adjust the rate of under/over 5 T
sampling. ! ’ f

Performance of the classifier is ,

measured with over/undér Sampling %= | .~ O e

at 25%, 50%, 100%+200%, 300%, e T

etc. %

I/t can be only used in resmapling “%

techniques which allow the ) U |
adjustment of this parameter.

N.V. Chawla, K.W. Bowyer, L.O. Hall, W.P. Kegelmeyer. SMOTE: synthetic minority over-sampling
technique. Journal of Artificial Intelligence Research 16 (2002) 321-357
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Data Balancing through
re-sampling

Strategies
Motivation

ver-Samplin

Random Retain-influyent
cused : examples
er-Sampf E:tlance the training
Random ~ — .
Remove noisy
ocuse_d _ instances in the
Cost Modifying decision boundaries

Reduce the training sef

S. Garcia - Seleccion de Instancias: Extraccion de modelos y Bases de datos no balanceadas. Dic. 2006 14



Data Balancing through

re-sampling
Over Sampling | 0
Random j' T I
: il
'.! b [ ]
]
1

# examples of + I

# examples of — [ [
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Data Balancing through
re-sampling

Over Sampling

Focused

# examples of + I
# examples of — I G

S. Garcia - Seleccion de Instancias: Extraccion de modelos y Bases de datos no balanceadas. Dic. 2006 16



Data Balancing through

re-sampling

O =

| B

f 5

Under Samplmg 7

Random

1

# examples of + I

# examples of — | |
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Data Balancing through

re-sampling
'T =
| B
el
Under Samplingjr | 7

Focused

1

# examples of + P

# examples of — | |
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Data Balancing through
re-sampling
0

C B
I [ s
-
) 1

Cost Modifying

# examples of + I
# examples of — T
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Data Balancing through
re-sampling

Under-sampling: Tomek Links

*To remove both ndise and

borderline exampler's e
*Tomek link .- Lot
—E;, Ei belong to qfifferent classes,
d (E,, E) is the distance between
them. ) -
—A (E, E) pair is called a Tomek S
link if there is no example Ei, such te N
that d(Ei, E|) < d(Ei, EJ) or d(Ej, EI) < T
d(E, E).
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Data Balancing through
re-sampling

Under-sampling: US-CNN

*To remove both noise anH borderline R

examples | o B

-Algorithm: i fa s
*Let E be the original training set + +++' N
‘Let E’ contains all positive examples R
from S and one randomly selected .
negative example Yy
-Classify E with the 1-NN rule using | -
the examples in E’ ..
*Move all misclassified example from Fe T
EtoFE + +++' )

S. Garcia — Introduction to imbalanced dataset. May 2008
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Data Balancing through
re-sampling

Under-sampling:

One-sided selection | 'NC'-T — |
. ' * | O remove majority Class exampies
—Tomek links + CNN oY P

\f *Different from OSS, emphasize more
*CNN + Tomek links data cleaning than data reduction
*Algorithm:
P.rop.osed by the jéUth_Or —Find three nearest neighbors for each
—Finding Tomek links is example E: in the training set
computationally demanding, it —If E belongs to majority class, & the three

: nearest neighbors classify it to be minority
would be computationally cheaper o e remove E

if it was performed on a reduced _i g pelongs to minority class, and the

data set. three nearest neighbors classify it to be
majority class, then remove the three
nearest neighbors

S. Garcia — Introduction to imbalanced dataset. May 2008 22
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State-of-the-art algorithm: SMOTE

Over-sampling method:

*To form new minoritgl class examples by interpolating between
several minority class examples that lie together.

in " “feature space" jrather than ""data space”

*Algorithm: For each minority class example, introduce synthetic
examples along the line segments joining any/all of the k minority
class nearest neighbors.

Note: Dependingitipon the amount of over-sampling required,
neighbors from. the A nearest neighbors are randomly chosen.

*For example: if we are using 5 nearest neighbors, if the amount
of over-sampling needed is 200%, only two neighbors from the
five nearest neighbors are chosen and one sample is generated
in the direction of each.

S. Garcia — Introduction to imbalanced dataset. May 2008
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State-of-the-art algorithm: SMOTE.

N.V. Chawla, K.W. Bowyer, L.O. Hall;

W.P. Kegelmeyer. SMOTE: synthetlci|
minority over-sampling technlque
Journal of Artificial Intelligence |
Research 16 (2002) 321-357 .J'

‘ . Minority sample
@ : Synthetic sample

S. Garcia — Introduction to imbalanced dataset. May 2008

.. But what if there
IS @ majority sample
Nearby’?

O : Majority sample
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State-of-the-art algorithm;: SMOTE.

Overgeneralization!!!

‘ . Minority sample © : Synthetic sample
‘ . Majority sample

S. Garcia — Introduction to imbalanced dataset. May 2008 26



State-of-the-art algorithm: SMOTE.
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State-of-the-art algorithm: SMOTE.

SMOTE + ENN:

= ENN removei‘é any example whose class
label differs from the class of at least two of

its three nedrest neighbors.

= ENN remov.}e more examples than the

Tomek links does
m  ENNremove examples from both classes
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State-of-the-art algorithm: SMOTE.

Table 6: Performance ranking for original and balanced data sets for pruned decision trees.

Dataset I P e i 5§ i° 5 0 10 1

Pima Smt RdOvr  Smt4+TmkSmt+ENN [Tmk NCL RdUdr CNN+Tmk [CNN* (S5*
German RdOvr  Smt4+TmkSmt+ENNSmt HdUdr  JCNN  [CNN4TmkHOS5 T mk* NCL*
Post-operativeRdOvr  Smt+ENNSmt ‘NN RdUdr (CNN4+Tmk [055* _ Smt+Tmk*
Haberman — Smt+ENNSmt+Tmk Smt RdOvr  NCL RdUdr {Tmk

Splice-ie RdOvr mk Smt CNN [NCL  Smt4Tmk

Splice-ei Smt Smt+Tmk Smt-+ENNCNN4+TmkOSS

Vehicle RdOvr  Smt Smt+Tmk|0sS CNN T'mk Smt+ENN*
Letter-vowel Smt+ENNSmt+Tmk Smt RdOvr  [Tmk* CNN* CNN+TmlMRAUdr* [OSS*
New-thyroid Smt+ENNSmt+Tmk Smt RdOvr  [RdUdr CNN+Tmk NCL (0SS
E.Coli Smt+TmkSmt Smt+ENNRAOvr  [NCL 0SS CNN+TmkCNN*
Satimage Smt+ENNSmt Smt+TmkRdOvr  [NCL CNN+TmkMRdUdr* [CNN*
Flag RdOvr  Smt+ENNSmt4+Tmk(CNN4TmkSmt Tmk* m
Glass  Smt+ENNRdAOvr WSmH—Tm ' CNN+TmEH0Ss

Letter-a Smt+TmkSmt+ENNSmt RdOvr 0SS mk CNN+TmkNCL CNN RdUdr*
Nursery RdOvr mk NCL CNN* Smt+Tmk* Smt* CNN+Tmk*Smt+ENN* [RdUdr*

G.E.A.P.A. Batista, R.C. Prati, M.C. Monard. A study of the behavior of several methods for
balancing machine learning training data. SIGKDD Explorations 6:1 (2004) 20-29
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Evolutionary Under-Sampling

Evolutionary algorithm for re-sampling:
[ .

Representation:

0[1|1/1/0|0{12|0(0 |1

|

Base I\/Iethod:l.,‘jCHC <
Models:

- EBUS: Aim for an optimal balancing of data without
loss of effectiveness in classification accuracy
- EUSCM: Aim for an optimal power of classification

without taking into account the balancing of data,
considering the latter as a subobjective that may be an

It introduces different
features to obtain a
trade-off between
exploration and
exploitation; such as
incest prevention,
reinitialization of the
search process when it
becomes blocked and
the competition among
parents and offspring
into the replacement
process

implicit process.

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.

May 2008
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Evolutionary Under-Sampling

Type of Selection:

. :
- GS: Global Selection, the selection scheme proceeds over any kind of
instance. |

- MS: Majority Se'fection, the selection scheme only proceeds over
majority class instarjces.

Evaluation Measures:

- GM: Geometric Mean
- AUC: Area under ROC Curve

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008 33



Evolutionary Under-Sampling

Taxonomy:

Evolutionary
Under-Sampling

h b
Evolutionary Balancing Evolutionary Under-
Under-Sampling Sampling guided for

Classification Measures

Global Selection Majorty Selection Global Selection Majority Selection

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008 34




Evolutionary Under-Sampling

Fithess functiqn INn EBUS model:

nt

AUC — 1 =221 P ifn= >0
AUC — P ifn= =0

g—[1-22. P ifn~ >0

Fitnessgy(S) =
g— P itn==10

Fitnesspq(S) = {

P. Is a penalizallion factor that controls the intensity

and importance of the balance during the
evolutionary search.

P =0.2 works appropriately.
Fithess function in EUSCM model.

Flitness(S) = g, Fitness(S) = AUC,

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008 35



Some results on the use of
evolutionary prototype selection for
imbalanced data sets

Evolutionary Unéler-SampIing
.r'.

Experimental Ffamework and Results

Conclusions and Future Work
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Experimental Framework and
Results

Algorithms used in the comparison:

Prototype Selection:

IB3 DROP3

Undersampling:

'EPS-CHC

Random Under-Samplig

CNN 0SS

CPM SBC

CNN+TL NCL

<€

Under-Sampling based
on clustering

EPS-IGA

TomekLinks (TL)

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.

May 2008
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Experimental Framework and
Results

Data sets:

[ Data set | #¥Examples [ #Atlribules | Class (min., maj.} [ "6Classimin.maj. [IEd
GlassBWNFEFP 214 ] (build-window-non_float-proc, (25.51, 64.49) 1.82
remainder)
EcoliCP-TM 220 7 {im,cp) (35.00, 65.00) 1.86
|R o Fima T Bs 5 (1.0 (34.77, 66.23) 1.9
= GlassBWFP 214 Q {build-window-float-proc, (32,71, 67.29) 2.06
remainder)
. German 1000 20 (1, 0) (30,00, 70.00) 2.33
Imbalance ratio: Haberman 306 3 Die, Survive) (2647, 75.53) 765
Splice-ie 317a S (ie, remainder) (2409, 75.91) 315
. Splice-ei 3176 B0 (ei,remainder) (23,99, 76.01) 317
Number negatlve GlassINW Z14 E (non-windows glass, remainder) (23.93, 76.17) 319
Vehicle VAN EE) 18 van, remainder) (23.52, 76.48) 3.25
exampIeS / . EcolilMM 336 7 (im, remainder) (22,92, 77.08) 3.36
Numbel’ pOSltlve Pew - thy roid 215 5 (hypo.remainder) (16,28, 83.72) 492
examples Segmentl 2310 19 (1, remainder) (14.29, 85.71) a,.00
p EcolilhLT 336 7 {(iMU, remainder) (10,42, 89.58) 819
Optdigits0 5564 4 (0, remainder) {990, 90.10) 9,10
Satimage4 435 36 (4, remainder) (973, 90.27) 9.28
Wowel0 Q90 13 (0, remainder) (9.01, 90.99) 10.1
GlassV WEIP 214 E] (Ve-win-float- proc, remainder) (7.94, 92.06) 10,39
EcolitOh 336 7 {om, remainder) (674, 93.26) 13.54
GlassContainers 214 < (containers, remainder) (.07, 932.93) 15.47
AbaloneS-18 731 ] (15, 9) {(5.75, 94.25) 16.658
GlassTableware 214 Q (tableware, remainder) (4.2, 95.8) 22581
Yeast Y T-POX 483 5 (POX, CYT) (4.14, 95.86) 2315
YeastMEZ 1454 5 (MWMEZ, remainder) (3.43, 96.57) ZE. 41
YeastMEL 1454 5 (ME1, remainder) (2.96, 97.04) 3278
YeastEXC 1484 ] (EXC, remainder) (2.49, 97 .51) EENTE
Car 1728 [} {good, remainder) (3,99, 95.01) 71.94
Abalone19 4177 Q {19, remainder) (077, 99.23) 128. 57
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Experimental Framework and
Results

Part |; classical prototype selection as imbalanced

undersampling

Holm's Test

Friedman Rankings

p-value

Average Rankings

1

1

1

1

1

1

1

1

1

ﬂ
1
1
1
1
1
1
1
1

Control Algorithm: 1-NN

Classical prototype selection is not recommendable for tackling
imbalanced data sets. 1-NN without preprocessing behaves the

best.

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008



Experimental Framework and
Results

Part |l: comparison among the eight proposals of
Evolutionary Unde?r-Sam_pIing

Friedman Rankings Friedman Rankings

Ocm
dauc

A = AUC BN MSAUC  MSGM  CSAUC  GSEM AC Ch AU GM - MSAUC MSCM - CSAUC G5 CN

IR<9 IR>9

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008



Experimental Framework and
Results

Part Il: comparison among the eight proposals of
Evolutionary Undqir-Sam_pIing

IR<O: i
- EUSCM behavestbetter than EBUS (P factor has little interest)
- Little differenceg between GM and AUC.

IR > 9:; -

- GS mechanism has no sense due to the high imbalance ratio. MS
Is preferable.

- P factor is very useful in this case. EBUS outperforms EUSCM

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
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Experimental Framework and
Results

Part lll; comparison with other under-sampling approaches

Holm's procedure

0.1 -
0.0% -
0.08 -
0.07 -
0.06 |
0.05 - -———-

p-value

0.04 I
0.03 i
0.02 R i !
0.01 -

[ —— I

—yn e EmFmm= o 00000

SBC CFM LI5- none [ ] Ohs TL RLUs MCL

Control Algorithm: EBUS-MS-GIV

Considering all data sets

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008



Experimental Framework and
Results

Part Ill: Comparison with other under-sampling approaches

OGM mAUC Helm's Procedure . “’I’b
T ——
0.1 -
0.09 4
0.08 A
0.07 |
g 006 4
g 0.05 | - — -
2 po4 1
0.03 A i :
002 | r--- -
r ---------
007 = = = = - ———
a Q.001030000453 QOOLE 00658 00168 00486
T . 1 1
O%% s EB LS - P -G I L
Control Algorithm: NCL

Considering data sets with IR <9
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Experimental Framework and
Results

Part Ill: Comparison with other under-sampling approaches

i'

Holm's Procedure s
0.1 -
0.09 |
0.08 4
0.07 4
E 0.08 -
g 0.05 4 . - - -
2 004 1
0.03 4 ! i :
0.02 4 !_ T -
oo o EEEE FeTTT o
] 0.00052 - | ,M- | 0023z . 0.4028
L MEL T RS
Control Algorithm: EBUS-MS5-GIV

Considering data sets with IR > 9
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Experimental Framework and
Results

Part Ill: Comparison with other under-sampling approaches
|

EUS models usually present an equal or better performance than

the remaining mettfods, independently of the degree of imbalance of
data. ;

The best performifig under-sampling model over imbalance data
sets is EBUS-MSGM

The tendency 6f the EUS models follows an improving of the

behaviour in classification when the data turns to a high degree of
imbalance.

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
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Some results on the use of
evolutionary prototype selection for
imbalanced data sets

Evolutionary Under-Sampling
.r'.

Experimental Framework and Results

Conclusions and Future Work

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
May 2008 46



Conclusions and Future Work

Prototype Selections methods are not useful when handling
iImbalanced problems.

Evolutionary under-sampling is an effective model in
instance-based learning.

Majority selection mechanism obtains more accurate subsets
of instances, bug presents a lower reduction rate.

No difference between GM and AUC (different evaluation
measures) is=observed.

For dealing with low imbalance rates, EUSCM model is the
best choice

For dealing with high imbalance rates, EBUS model is the
best.

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
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Conclusions and Future Work

FUTURE WORK

Use of evolutionary under-sampling in training set selection, in
order to optimize the performance of other classification algorithms.

Study the scalability of these models in very large data sets.

Hybridize evolutignary under-sampling with SMOTE or other over-
sampling approaches.

Analize the data in terms of data complexity in order to guide EUS

to a better selection of instances and obtain generalized subsets.

S. Garcia — Some results on the use of evolutionary prototype selection for imbalanced data sets.
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