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Abstract

An important issue in multiobjective optimization is the quantitative comparison of the perfor-
mance of different algorithms. In the case of multiobjective evolutionary algorithms, the outcome
is usually an approximation of the Pareto-optimal front, which is denoted as an approximation
set, and therefore the question arises of how to evaluate the quality of approximation sets. Most
popular are methods that assign each approximation set a vector of real numbers that reflect dif-
ferent aspects of the quality. Sometimes, pairs of approximation sets are considered too. In this
study, we provide a rigorous analysis of the limitations underlying this type of quality assessment.
To this end, a mathematical framework is developed which allows to classify and discuss existing
techniques.



1 Introduction

With many multiobjective optimization problems,
knowledge about the Pareto-optimal front helps the
decision maker in choosing the best compromise solu-
tion. For instance, when designing computer systems,
engineers often perform a so-called design space ex-
ploration to learn more about the trade-off surface.
Thereby, the design space is reduced to the set of
optimal trade-offs: a first step in selecting an appro-
priate implementation.

However, generating the Pareto-optimal front can
be computationally expensive and is often infeasible,
because the complexity of the underlying application
prevents exact methods from being applicable. Evo-
lutionary algorithms (EAs) are an alternative: they
usually do not guarantee to identify optimal trade-
offs but try to find a good approximation, i.e., a
set of solutions that are (hopefully) not too far away
from the optimal front. Various multiobjective EAs
are available, and certainly we are interested in the
technique that provides the best approximation for a
given problem. For this reason, comparative studies
are conducted, e.g., [26][22][19]; they aim at revealing
strengths and weaknesses of certain approaches and
at identifying the most promising algorithms. This,
in turn, leads to the question of how to compare the
performance of multiobjective optimizers.

The notion of performance includes both the qual-
ity of the outcome as well as the computational re-
sources needed to generate this outcome. Concern-
ing the latter aspect, it is common practice to keep
the number of fitness evaluations or the overall run-
time constant—in this sense, there is no difference
between single and multiobjective optimization. As
to the quality aspect, however, there is a difference.
In single-objective optimization, we can define qual-
ity by means of the objective function: the smaller (or
larger) the value, the better the solution. In contrast,
it is not clear what quality means in the presence of
several optimization criteria: closeness to the optimal
front, coverage of a wide range of diverse solutions,
or other properties? Therefore, it is difficult to de-
fine appropriate quality measures for approximations
of the Pareto-optimal front, and as a consequence

graphical plots have been used to compare the out-
comes of multiobjective EAs until recently, as Van
Veldhuizen points out [21].

Progress, though, has been made and meanwhile
several studies can be found in the literature that
address the problem of comparing approximations of
the trade-off surface in a quantitative manner. Most
popular are unary quality measures, i.e., the mea-
sure assigns each approximation set a number that
reflects a certain quality aspect, and usually a com-
bination of them is used, e.g., [22][4]. Other methods
are based on binary quality measures, which assign
numbers to pairs of approximation sets, e.g., [26][9].
A third, and conceptually different approach, is the
attainment function approach [8], which consists of
estimating the probability of attaining arbitrary goals
in objective space from multiple approximation sets.
Despite of this variety, it has remained unclear up to
now how the different measures are related to each
other and what their advantages and disadvantages
are. Accordingly, there is no common agreement on
which measure(s) should be used.

Recently, a few studies have been carried out to
clarify this situation. Hansen and Jaszkiewicz [9]
studied and proposed some quality measures that
induce a linear ordering on the space of possible
approximations—on the basis of assumptions about
the decision maker’s preferences. They first in-
troduced three different “outperformance” relations
for multiobjective optimizers and then investigated
whether the measures under consideration are com-
pliant with these relations. The basic question they
considered was: whenever an approximation is bet-
ter than another according to an “outperformance”
relation, does the comparison method also evaluate
the former as being better (or at least not worse)
than the latter? More from a practical point of view,
Knowles, Corne, and Oates [12] compared the infor-
mation provided by different assessment techniques
on two database management applications. Later,
Knowles [14] and Knowles and Corne [13] discussed
and contrasted several commonly used quality mea-
sures in the light of Hansen and Jaszkiewicz’s ap-
proach as well as according to other criteria such as,
e.g., sensitivity to scaling. They showed that about



one third of the investigated quality measures are not
compliant with any of the ”outperformance” relations
introduced by Hansen and Jaszkiewicz.

This paper takes a different perspective that allows
a more rigorous analysis and classification of compar-
ison methods. In contrast to [9], [14], and [13], we fo-
cus on the statements that can be made on the basis
of the information provided by quality measures. Is
it, for instance, possible to conclude from the qual-
ity “measurements” that an approximation A is un-
doubtedly better than approximation B in the sense
that A, loosely speaking, entirely dominates B? This
is a crucial issue in any comparative study, and im-
plicitly most papers in this area rely on the assump-
tion that this property is satisfied for the measures
used. To investigate quality measures from this per-
spective, a formal framework will be introduced that
substantially goes beyond Hansen and Jaszkiewicz’s
approach as well as that of Knowles and Corne; e.g.,
it will enable us to consider combinations of qual-
ity measures and to prove theoretical limitations of
unary quality measures, both issues not addressed in
[9], [14], and [13]. In detail, we will show that

e there exists no unary quality measure that is able
to indicate whether an approximation A is better
than an approximation B;

e the above statement even holds if we consider a
finite combination of unary measures;

e most existing quality measures that have been
proposed to indicate that A is better than B at
best allow to infer that A is not worse than B,
i.e., A is better than or incomparable to B;

e unary measures being able to detect that A is
better than B exist, but their use is in general
restricted;

e binary quality measures overcome the limita-
tions of unary measures and, if properly de-
signed, are capable of indicating whether A is
better than B.

Furthermore, we will review existing quality mea-
sures in the light of this framework and discuss them

also from a practical point of view. Note that we
focus on the comparison of approximations of the
Pareto-optimal front rather than on algorithms, i.e.,
we assume that for each multiobjective EA only one
run is performed. In the case of multiple runs, the
distribution of the indicator values would have to be
considered instead of the values themselves; this im-
portant issue will not be addressed in the present

paper.

2 Theoretical Framework

Before analyzing and classifying quality measures, we
must clarify the concepts we will be dealing with:
what is the outcome of a multiobjective optimizer,
when is an outcome considered to be better than an-
other, what is a quality measure, what is a compar-
ison method, etc.? These terms will be formally de-
fined in this section.

2.1 Approximation Sets

The scenario considered in this paper involves an
arbitrary optimization problem with n objectives,
which are, without loss of generality, all to be mini-
mized. We will use the symbol Z to denote the space
of all possible solutions to the problem with respect
to the objective values; Z is also called the objective
space and each element of Z is referred to as objective
vector. Here, we will use the terms objective vector
and solution interchangeably.

We consider the most general case, in which all ob-
jectives are considered to be equally important—mno
additional knowledge about the problem is available.
The only assumption we make is that a solution z!
is preferable to another solution 22 if 2! is at least as
good as z2 in all objectives and better with respect
to at least one objective. This is commonly known
as the concept of Pareto dominance, and we also say
z' dominates z2. The dominance relation induces
a partial order on the search space, so that we can
define an optimal solution to be one that is not dom-
inated by any other solution. However, several such
solutions, which are denoted as Pareto optimal, may



Figure 1: Examples of dominance relations on objec-
tive vectors. Assuming that two objectives are to be
minimized, it holds that a > b, a > ¢, a > d, b > d,
c-d,a>=~-d,a>a,a>=b,a>c a>d, b>=b,
br-d,c=c,c=d,d=d,and b | c.

exist as two objective vectors can be incomparable
to each other: each is superior to the other in some
objectives and inferior in other objectives. Fig. 1 vi-
sualizes these concepts and also gives some examples
for other common relations on pairs of objective vec-
tors. Table 2 comprises a summary of the relations
used in this paper.

The vast majority of papers in the area of evolu-
tionary multiobjective optimization is concerned with
the problem of how to identify the Pareto-optimal so-
lutions or, if this is infeasible, to generate good ap-
proximations of them. Taking this as the basis of our
study, we here consider the outcome of a multiobjec-
tive EA (or other heuristic) as a set of incomparable
solutions, or formally [9]:

Definition 1 (Approximation set) Let A C Z be
a set of objective vectors. A is called an approxima-
tion set if any element of A does not dominate or is
not equal to any other objective vector in A. The set
of all approximation sets is denoted as €.

The motivation behind this definition is that all
solutions dominated by any other solution outputted
by the optimization algorithm are of no interest and
therefore can be discarded. This will simplify the
considerations in the following sections.

Note that the above definition does not comprise
any notion of quality. We are certainly not inter-
ested in any approximation set, but we want the EA
to generate a good approximation set. The ultimate
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Figure 2: Outcomes of three hypothetical algorithms
for a two-dimensional minimization problem. The
corresponding approximation sets are denoted as Ay,
Ao, and Aj; the Pareto-optimal front P consist of
three objective vectors. Between A;, Ay, and Ags,
the following dominance relations hold: A; > Ags,
Ay = Az, Ay == Az, Ay = Ay, Ay = Ay, Ay = Az,
Ay = Ao, Ay = A3, Az = Az, Ay > Az, A > A3,
and Ay > As.

goal is to identify the so-called Pareto-optimal front,
that is the set of all Pareto-optimal solutions. This
aim, however, is usually not achievable. Moreover,
it is impossible to exactly describe what a good ap-
proximation is in terms of a number of criteria such as
closeness to the Pareto-optimal front, diversity, etc.—
this will be shown in Section 3.1. However, we can
make statements about the quality of approximation
sets in comparison to other approximation sets.

Consider, e.g., the outcomes of three hypotheti-
cal algorithms as depicted in Fig. 2. Solely on the
basis of Pareto dominance, one can state that A
and A, are both superior to Az as any solution in
As is dominated by at least one solution in A; and
As. Furthermore, A; can be considered superior to
As as it contains all solutions in A, and another so-
lution not included in As, although this statement
is weaker than the previous one. Accordingly, we
will distinguish four levels of superiority in this pa-
per as defined in Table 1: A strictly dominates B
(A => B), A dominates B (A = B), A is better than
B (A > B), and A weakly dominates B (A = B),
where A>->B=A>B=Ap>B=A*>B.



relation ||

objective vectors

approximation sets

2 1

z* weakly dominates z

strictly dominates || 2! == 22 | z! is better than z? in all objectives A=~ B | every z° € B is strictly dominated
by at least one z! € A

dominates 2zl - 22 2T is not worse than 22 in all objectives A>B every z2 € B is dominated by

and better in at least one objective at least one z! € A

better Ap>B every z2 € B is weakly dominated by
at least one z! € A and A # B

weakly dominates 2l =22 21 is not worse than zZ in all objectives Ar B every 22 € B is weakly dominated by
at least one z! € A

incomparable 21 || 22 neither z! weakly dominates 2 nor A| B neither A weakly dominates B nor

B weakly dominates A

Table 1: Relations on objective vectors and approximation sets considered in this paper. The relations <,
<<, <, and = are defined accordingly, e.g., 2! < 22 is equivalent to 22 = z' and A < B is defined as B > A.

Weak dominance (A = B) means that any solution

in B is weakly dominated by a solution in A. How-

ever, this does not rule out equality, because A > A
for all approximation sets A € €. In this case, one
cannot say that A is better than B.
relation > can be used as it represents the most gen-
eral and weakest form of superiority. It requires that
an approximation set is at least as good as another
approximation set (A > B), while the latter is not
as good as the former (B # A), roughly speaking.
In the example, A; is better than Ay and As, and
This definition of superior-
ity is the one implicitly used in most papers in the
field. The next level of superiority, the > relation, is

Ay is better than As.

Instead, the

a straight-forward extension of Pareto dominance to

approximation sets. It does not allow that two solu-
tions in A and B are equal and therefore is stricter
than what we usually require. As mentioned above,

Aq and A; dominate A3, but A; does not dominate

Ag. Strict dominance stands for the highest level of
superiority and means an approximation set is supe-
rior to another approximation set in the sense that
for any solution in the latter there exists a solution in
the former that is better in all objectives. In Fig. 2,
Aj strictly dominates Ag, but A> does not as the ob-
jective vector (10,4) is not strictly dominated by any

objective vector in As.

2.2 Comparison Methods

Quality measures have been introduced to compare
the outcomes of multiobjective optimizers in a quan-
titative manner. Certainly, the simplest comparison
method would be to check whether an outcome is bet-
ter than another with respect to the three dominance
relations >, >, and >>. We have demonstrated this
in the context of the discussion of Fig. 2. The reason,
however, why quality measures have been used is to
be able to make more precise statements:

e If one algorithm is better than another, can we
express how much better it is?

e If no algorithm can be said to be better than the
other, are there certain aspects in which respect
we can say the former is better than the latter?

Hence, the key question when designing quality
measures is how to best summarize approximation
sets by means of a few characteristic numbers—
similarly to statistics where the mean, the standard
deviation, etc. are used to describe a probability dis-
tribution in a compact way. It is unavoidable to lose
information by such a reduction, and the crucial point

is not to lose the information one is interested in.

There are many examples of quality measures in
the literature. Some aim at measuring the distance
of an approximation set to the Pareto-optimal front:
Van Veldhuizen [21], e.g., calculated for each solution



in the approximation set under consideration the Eu-
clidean distance to the closest Pareto-optimal objec-
tive vector and then took the average over all of these
distances. Other measures try to capture the diver-
sity of an approximation set, e.g., the chi-square-like
deviation measure used by Srinivas and Deb [18]. A
further example is the hypervolume measure which
considers the volume of the objective space domi-
nated by an approximation set [26]. In these three
cases, an approximation set is assigned a real num-
ber which is meant to reflect (certain aspects of) the
quality of an approximation set. Alternatively, one
can assign numbers to pairs of approximation sets.
Zitzler and Thiele [26], e.g., introduced the coverage
function which gives for a pair (A, B) of approxima-
tion sets the fraction of solutions in B that are weakly
dominated by one or more solutions in A.

In summary, we can state that quality measures
map approximation sets to the set of real numbers.
The underlying idea is to quantify quality differ-
ences between approximation sets by applying com-
mon metrics (in the mathematical sense) to the re-
sulting real numbers. This observation enables us
to formally define what a quality measure is; how-
ever, we will use the term “quality indicator” in the
following as “measure” is often used with different
meanings.

Definition 2 (Quality indicator) An m-ary qual-
ity indicator I is a function I : Q™ — R, which
assigns each vector (Ay, As, ..., An) of m approxi-
mation sets a real value I(Ay,..., Ap).

The measures discussed above are examples for
unary and binary quality indicators; however, in prin-
ciple a quality indicator can take an arbitrary num-
ber of arguments. Thereby, also other comparison
methods that explicitly account for multiple runs
and involve statistical testing procedures [7][11][8]
can be expressed within this framework. Further-
more, often not a single indicator but rather a com-
bination of different quality indicators is used in or-
der to assess approximation sets. Van Veldhuizen
and Lamont [22], for instance, applied a combina~
tion I = (Igp,Is,Ionve) of three indicators where
Iep(A) denotes the average distance of solutions in

A to the Pareto-optimal front, Ig(A) measures the
variance of distances between neighboring solutions
in A, and Ipoyye(A) gives the number of elements in
A. Accordingly, the combination (or quality indicator
vector) I can be regarded as a function that assigns
each approximation set a triple of real numbers.

Quality indicators, though, need interpretation. In
particular, we would like to formally describe state-
ments such as “if and only if Igp(A) = 0, then all so-
lutions in A have zero distance to the Pareto-optimal
front P and therefore A C P and also B # A for
any B € Q7. To this end, we introduce two con-
cepts. A pseudo-Boolean function E maps vectors
of real numbers to Booleans. In the above exam-
ple, we would define F(Igp(A)) := (Igp(A) = 0),
ie, E is true if and only if Igp(A) = 0. Such
a combination of one or more quality indicators I
and a Boolean function F is also called a compar-
ison method Ct g. In the example, the comparison
method Cf,,, g based on Igp and E would be defined
as Cr,,.5(A,B) = E(Igp(A)), and the conclusion is
that Cr,, g(A,B) < AC P AN B ¥ A. In the fol-
lowing, we will focus on comparison methods that i)
consider two approximation sets only and ii) use ei-
ther only unary or only binary indicators (cf. Fig. 3).

Definition 3 (Comparison method) Let A, B €
O be two approzimation sets, I = (I1,Is,...,It) a
combination of quality indicators, and E : RFxRF —
{false, true} a Boolean function which takes 2 real
vectors of length k as arguments. If all indicators in
I are unary, the comparison method Cr g defined by
I and E is a Boolean function of the form

Cr.e(A,B) = E(I(A),I(B))
where I(A") = (I1 (A7), I;(A)), ..., Ix(A") for A’ €

Q. If I contains only binary indicators, the compar-
ison method Cr g is defined as

Crr(A, B)=E(I(A, B),I(B,A))

where I(A', B") = (I, (A", B"), (A", B'), ..., I(A", B"))

for A’, B € Q.

Whenever we will specify a particular com-
parison method Crpg, we will write E =



A 1(A) true
3 >ﬁ E((A). 1(8) {
B 1(B) false
I1(A B) true
by  (AB) < 3—0 E((A, B), I(B, A)) {
I(B, A) false
1A
A { >+ 1(A)
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Figure 3: Illustration of the concept of a compari-
son method for a single unary quality indicator (a),
a single binary quality indicator (b), and a combina-
tion of two unary quality indicators (c). In cases (a)
and (b), first the indicator I is applied to the two ap-
proximation sets A, B. The resulting two real values
are passed to the Boolean function E, which defines
the outcome of the comparison. In case (c), each of
the two indicators is applied to A and B, and the re-
sulting two indicator values are combined in a vector
I(A) and I(B) respectively. Afterwards, the Boolean
function E decides the outcome of the comparison on
the basis of these two real vectors.

1,(8)

<expression> instead of E(...) & <expression>
in order to improve readability. For in-
stance, FE (I1(A) > I(B)) means that
E((Il(A)7 IQ(A)v cee 7Ik(A))3 (Il(B)7 IQ(B)v cee ,Ik(B)))
is

true if and only if I; (A) > I (B), given a combination

of k unary indicators.

Definition 3 may appear overly formal for describ-
ing what a comparison method basically is, and fur-
thermore it does not specify the actual conclusion
(what does it mean if Cr g(A, B) is true?). As we
will see in the following, however, it provides a sound
basis for studying the power of quality indicators—
the power of indicating relationships (better, incom-
parable, etc.) between approximation sets.

2.3 Linking Comparison Methods and
Dominance Relations

The goal of a comparative study is to reveal differ-
ences in performance between multiobjective opti-
mizers, and the strongest statement we can make in
this context is that an algorithm outperforms another
one. Independently of what definition of “outperfor-
mance” we use, it always should be compliant with
the most general notion in terms of the >-relation,
i.e., the statement “algorithm a outperforms algo-
rithm ” should also imply that the outcome A of
the first method is better than the outcome B of
the second method (A > B).! More accurate as-
sessments may be possible if preference information
is given [9], however, most studies assume that addi-
tional knowledge is not available, i.e., all objectives
are to be considered equally important.

In this paper, we are interested in the question
what conclusions can be drawn with respect to the
dominance relations listed in Table 1 on the basis of
a comparison method Cr g. If Cr g(A, B) is a suffi-
cient condition for, e.g., A > B, then this compari-
son method is capable of indicating that A is better
than B, i.e., CI’E(A,B) = Ap> B. If CI’E(A,B)
is in addition a necessary condition for A > B, then
the comparison method even indicates whether A is
better than B, ie., Crg(4,B) < A > B. In the
following, we will use the terms compatibility and
completeness in order to characterize a comparison
method in the above manner.

Definition 4 (Compatibility and completeness)
Let » be an arbitrary binary relation on approxima-
tion sets. The comparison method Cr g is denoted
as »-compatible if either for any A, B € Q

CI’E(A,B) = Ap» B
or for any A, B € Q)
Cire(A,B)=B» A

The comparison method Cp g is denoted as »-

IRecall that we assume that only a single optimization run
is performed per algorithm.



complete if either for any A, B € Q
Ap» B= CLE(A,B)
or for any A, B € Q)

By A= OI’E(A,B)

To illustrate this terminology, let us go back to the
example depicted in Fig. 2 and consider the follow-
ing binary indicator I, which is inspired by concepts
presented in [15]:

Definition 5 (Binary e-indicator) Suppose with-
out loss of generality a minimization problem with
n positive objectives, i.e., Z C R*Y". An objective
vector 2z = (21,23,...,2L) € Z is said to e-dominate
another objective vector z* = (23,23,...,22) € Z,
written as z' =. 22, if and only if

Vlgign:zilgezf

for a given € > 0. We define the binary e-indicator
I, as

I.(A,B) = inlg{Vz2 eBIzleAd: 2! -, z2}
€c
for any two approrimation sets A, B € .

The e-indicator gives the factor by which an ap-
proximation set is worse than another with respect to
all objectives, or to be more precise: I.(A, B) equals
the minimum factor e such that for any solution in B
there is at least one solution in A that is not worse
by a factor of € in all objectives.?2 In practice, the €
value can be calculated as

—

2

I(A,B) = max min max —

z2€B zleA 1<i<n 27

2In the same manner, an additive e-indicator I.4 can be
defined:

I+ (A,B) = Eig}%{sz € B3zl € A: 2! =y 2%}

where z! =4 22 if and only if

Vlgign:zgge—kzg

Figure 4: The dark-shaded area depicts the subspace
that is e-dominated by the solutions in A; for € =
1%; the medium-shaded area represents the subspace
weakly dominated by A; (equivalent to € = 1); the
light-shaded area refers to the subspace e-dominated
by the solutions in A; for ¢ = 4. Note that the ar-
eas are overlapping, i.e., the medium-shaded area in-
cludes the dark-shaded one, and the light-shaded area

includes both of the other areas.

For instance, I.(A1,As) = 1, I.(A1, A3) = 19—0, and
I.(Ay, P) = 4 in our previous example (cf. Fig. 4). In
the single-objective case, I.(A, B) simply is the ratio
between the two objective values represented by A
and B.

Now, what comparison methods can be con-
structed using the e-indicator? Consider, e.g., the
Boolean function E := (I.(B,A) > 1). The corre-
sponding comparison method Cy_ g is I>-complete as
A > B implies that that I.(B, A) > 1. On the other
hand, C7_ g is not >-compatible as A || B also implies
that I.(B,A) > 1. If we choose a slightly modified
Boolean function F' := (I.(A,B) <1 A I.(B,A) >
1), then we obtain a comparison method Cy_ r that is
both >-compatible and >-complete. The differences
between the two comparison methods are graphically
depicted in Fig. 5.

In the remainder of this paper, we will theoretically
study and classify quality indicators using the above
framework. Given a particular quality indicator (or
a combination of several indicators), we will inves-
tigate whether there exists a Boolean function such
that the resulting comparison method is compatible
and in addition complete with respect to the vari-



Figure 5: Top: Partitioning of the set of ordered
pairs (A, B) € Q2 of approximation sets into (over-
lapping) subsets induced by the different dominance
relations; each subset labeled with a certain rela-
tion » contains those pairs (A, B) for which A » B.
Note that this is only a schematic representation, e.g.,
there are no pairs (A4, B) with A > B, A ¥ B, and
A # B. Bottom: The black area stands for those or-
dered pairs (A, B) for which I.(B, A) > 1 (left) resp.
I.(A,B) <1 A I.(B,A) > 1 (right).

ous dominance relations. That is we determine how
powerful existing quality indicators are in terms of
their capability of indicating that or whether A > B,
A > B, A|| B, etc. The next section is devoted to
unary quality indicators, while binary indicators will
be discussed in Section 4.

3 Comparison Methods Based
on Unary Quality Indicators

Unary quality indicators are most commonly used in
the literature; what makes them attractive is their
capability of assigning quality values to an approxi-
mation set independent of other sets under consider-
ation. They have limitations, though, and there are
differences in the power of existing indicators as will
be shown in the following.

3.1 Limitations

Naturally, many studies have attempted to capture
the multiobjective nature of approximation sets by
deriving distinct indicators for the distance to the
Pareto-optimal front and the diversity within the ap-
proximation front. Therefore, the question arises
whether in principle there exists such a combina-
tion of, e.g., two indicators—one for distance, one
for diversity—such that we can detect whether an
approximation set is better than another. Such a
combination of indicators, applicable to any type of
problem, would be ideal because then any approxima-
tion set could be characterized by two real numbers
that reflect the different aspects of the overall quality.
The variety among the indicators proposed suggests
that this goal is, at least, difficult to achieve. The
following theorem shows that in general it cannot be
achieved.

Theorem 1 Suppose an optimization problem with
n > 2 objectives where the objective space is Z = R™.
Then, there exists no comparison method Cr g based
on a finite combination I of unary quality indica-
tors that is >-compatible and >-complete at the same
time, 1.e,

Cre(A,B) & A> B

for any approximation sets A, B € Q.

That is for any combination I of a finite number
of unary quality indicators we cannot find a Boolean
function F such that the corresponding comparison
method is >-compatible and >-complete. Or in other
words: the number of criteria, that determine what
a good approximation set is, is infinite.

We only sketch the proof here, the details can be
found in the appendix. First, we need the following
fundamental results from set theory [10]:

e R, R*, and any open interval (a,b) in R resp.
hypercube (a,b)* in IR* have the same cardinal-
ity, denoted as 2%, i.e., there is a bijection from
any of these sets to any other;

e Ifaset S has cardinality 280, then the cardinality
of the power set P(S) of S is 22°°, i.e., there is



Figure 6: Illustration of the construction used in The-
orem 1 for a two-dimensional minimization problem.
We consider an open rectangle (a,b)? and define an
open line S within. For S holds that any two ob-
jective vectors contained are incomparable to each
other, and therefore any subset A C S is an approxi-
mation set.

no injection from P(S) to any set of cardinality
2%,

As we consider the most general case where Z = R",
we can construct a set S (cf. Fig. 6) such that any
two points contained are incomparable to each other.
Accordingly, any subset A of S is an approximation
set and the power set of S, the cardinality of which is
22R0, is exactly the set of all approximation sets A C
S. We will then show that any two approximation
sets A, B C S with A # B must differ in at least
one of the k indicator values. Therefore, an injection
from a set of cardinality 22" o R is required, which
finally leads to a contradiction.

Note that Theorem 1 also holds (i) if we only as-
sume that Z contains an open hypercube in IR" for
which Cr g has the desired property, and (ii) if we
consider any other relation from Table 1 (for || and
> it follows directly from Theorem 1, for > and >
the proof has to be slightly modified).

Given this result, one may ask under which condi-
tions the construction of such a comparison method
is possible. For instance, such a comparison method
exists if we allow an infinite number of indicators.
The empirical attainment function [8], when applied

to single approximation sets, can be understood as
a combination of |Z| unary indicators, where |Z| de-
notes the cardinality of Z. If Z = IR", then this com-
bination comprises an infinite number of unary indi-
cators. On its basis, a I>-compatible and >-complete
comparison method can be constructed.

The situation also changes, if we require that each
approximation set contains at maximum [ objective
vectors.

Corollary 1 Let Z = R". It exists a unary indica-
tor I and a Boolean function E such that

CLE(A,B) < A B
for any A, B € Q with |A|,|B| <.

Proof. Without loss of generality we restrict our-
selves to Z = (0,1)™ in the proof. The indicator I is
constructed as follows:

I(A) =0.did3...did3ds ... d7d5 ...

where d; denotes the ith digit after the decimal
point of the jth element in A. If A contains less
than [ elements, the first element is duplicated as
many times as necessary. Accordingly, there is an
injective function R that maps each real number in
(0,1) to an approximation set. If we define F as
E := (R(I(A)) > R(I(B))), the corresponding com-
parison method Cj g has the desired properties. O

The theorem, however, is rather of theoretical than
of practical use. The indicator constructed in the
proof is able to indicate whether A is better than
B, but it does not express how much better it is—
this is one of the motives for using quality indicators.
What we actually want is to apply a metric to the
indicator values. Therefore, a reasonable requirement
for a useful combination of indicators may be that if
A is better than or equal to B, then A is at least as
good as B with respect to all k£ indicators, i.e.:

A=B= (V1<i<k: I;(A) > L(B))

That this condition holds is an implicit assumption
made in many studies. If we now restrict the size of



the approximation sets to [ and assume an indicator
combination with the above property, can we then
detect whether A is better than B? To answer this
question, we will investigate a slightly reformulated
statement, namely

A=B& (V1<i<k: Li(A) > IL(B))
as this is equivalent to

AbBe (V1<i<k: L(A) > L(B) A

Furthermore, we will only consider the simplest case
where [ = 1, i.e., each approximation set consists of
a single objective vector.

Theorem 2 Suppose an optimization problem with
n > 2 objectives where the objective space is Z =
R™. Let I = (I1,1s,...,Ix) be a combination of k
unary quality indicators and E = (Vl <7<k :
Ii({z'}) = I;({2})) a Boolean function such that

C’LE({zl}, {zz}) ozl = 22

for any pair of objective vectors z',z% € Z. Then,
the number of indicators is greater than or equal to
the number of objectives, i.e., k > n.

Proof. See appendix.

This theorem is a formalization of what is intu-
itively clear: we cannot reduce the dimensionality of
the objective space without losing information. We
need at least as many indicators as objectives to be
able to detect whether an objective vector weakly
dominates or dominates another objective vector. As
a consequence, a fixed number of unary indicators is
not sufficient for problems of arbitrary dimensionality
even if we consider sets containing a single objective
vector only.

In summary, we can state that the power of unary
quality indicators is restricted. Theorem 1 proves
that there does not exist any comparison meth-
ods based on unary indicators that is >-compatible
and >-complete at the same time. This rules
out also other combinations, Table 2 shows which.
It reveals that the best we can achieve is either

10

compatibility completeness

none > > D> Y Y P

s - 1-T1T-T1T-T1T-T1-

S 7 - | - - -

> + ? ? - - - -

FAF + + + | + - ? ?

¥ + + + | + - - ?

% + + + | + - - -

Table 2: Overview of possible compatibil-

ity /completeness combinations with unary quality
indicators. A minus means there is no comparison
method Cr g that is compatible regarding the
row-relation and complete regarding the column-
relation. A plus indicates that such a comparison
method is known, while a question mark stands
for a combination for which it is unclear whether a
corresponding comparison method exists.

>>-compatibility without any completeness, or #-
compatibility in combination with >-completeness.
That means we either can make strong statements
(“A strongly dominates B”) for only a few pairs
A > Bj; or we can make weaker statements (“A is
not worse than B”, ie., A = B or A || B) for all
pairs A > B.

3.2 Classification

We now will review existing unary quality indicators
according to the inferential power of the compari-
son methods that can be constructed on their ba-
sis: >-compatible, p¥-compatible, and not compati-
ble with any relation listed in Table 2. Table 3 pro-
vides an overview of the various indicators discussed
here. In this context, we would also like to point
out the relationships between the dominance rela-
tions, e.g., >>-compatibility implies >-compatibility,
pé-compatibility implies ¥-compatibility, and >-
completeness implies > >-completeness.

3.2.1 p-Compatibility

The use of >-compatible comparison methods based
on unary indicators is restricted according to Theo-
rem 2: in order to detect dominance between objec-



tive vectors at least as many indicators as objectives
are required. Hence, it is not surprising that, to our
best knowledge, no >-compatible comparison meth-
ods have been proposed in the literature; their design,
though, is possible:

e Suppose a minimization problem and let

110(4) =
110(4) =

sup,er {{(a,a,...,a)} > A}
infper {{(b,0,...,b)} < A}

We assume that Z is bounded, i.e.,I{7(A) and
IHC(A) always exists. As illustrated in Fig. 7,
the two indicator values characterize a hyper-
cube that contains all objective vectors in A. If
we define the indicator Igc = (I{1¢ IHY) and
the Boolean function E as F := (I{°(A) <
If¢(B)), then the comparison method Cr,. &
is >>-compatible.

e Suppose a minimization problem and let

IiO(A):gIellg{V(zl,...,zn) €A z<a}

for 1 <i<nand

0 if A contains two or
more elements
1 else

I’r?Jrl(A) =

The idea behind these indicators is similar to
above. We consider the smallest hyperrectan-
gle that entirely encloses A. This hyperrectan-
gle comprises exactly one point O that is weakly
dominated by all members in A; in the case of a
two-dimensional minimization problem, it is the
upper right corner of the enclosing rectangle (cf.
Fig. 7). We see that IO, ..., I are the coordi-
nates of this point O. I?,; serves to distinguish
between single objective vectors and larger ap-
proximation sets. Let Ip = (IQ,...,I$,,) and
define the Boolean function E as E := (V1 < i <
n+1:I2(A) < I?(B)). Then, the comparison
method Cf,, g is >-compatible; it detects dom-
inance between an approximation set and those
objective vectors that are dominated by all mem-
bers of this approximation set.
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Figure 7: Two indicators capable of indicating that
A > B for some A, B € Q. On the left hand side, it is
depicted how the I g¢ indicator defines a hypercube
around an approximation set A, where I{1¢(A) = a
and IH¢(A) = b. The right picture is related to the
I, indicator: for any objective vector in the shaded
area we can detect that it is dominated by the ap-
proximation set A. Here, I?(A) = ¢, I (A) = d, and
I9(A) = 0.

any dominance relation.

Moreover, some unary indicators can also be used
to design a >-compatible comparison method if the
Pareto-optimal front P is known. Consider, e.g., the
following unary e-indicator I.; that is based on the
binary e-indicator from Definition 5:

Iel(A) = Ie(Avp)

Obviously, I.1(A) = 1 implies A = P. Thus, in com-
bination with the Boolean function E := (I (A) =
1 NI (B) > 1) a comparison method can be defined
that is >>-compatible and detects that A is better than
B for all pairs A,B € Q2 with A = P and B # P.
The same construction can be made for some other
indicators, e.g., the hypervolume indicator, as well.
Nevertheless, these comparison methods are only ap-
plicable if some of the algorithms under consideration
can actually generate the Pareto-optimal front.



3.2.2 ¥-Compatibility

Consider the above unary e-indicator I.;.
pair A, B € Q it holds

A»-B= Id(A) < [el(B)

For any

and (which follows from this)
I (A)<Iqa(B)=A#4AAB=A#4B

Therefore, the comparison method Cy_, g with E :=
(Ie1(A) < I1(B)) is pp-compatible and >>-complete,
but neither >- nor >-complete. That is whenever
A > B, we will be able to state that A is not worse
than B. On the other hand, there are cases A > B
for which this conclusion cannot be drawn, although
A is actually not worse than B. The same holds
for the two indicators proposed by [6] and [1]. We
will not discuss these in detail and only remark that
the following example can be used to show that both
indicators in combination with the Boolean function
E = (I(A) < I(B)) are not >-complete (and -
complete): the Pareto-optimal front is P = {(1,1)},
and A ={(4,2)} and B = {(4,3)}.

The hypervolume indicator Iy [26][24] is the only
unary indicator we are aware of that is capable of
detecting that A is not worse than B for all pairs
A > B. It gives the hypervolume of that portion of
the objective space that is weakly dominated by an
approximation set A.> We notice that from A > B
follows that Iy (A) > Iy(B); the reason is that A
must contain at least one objective vector that is not
weakly dominated by B, thus, a certain portion of
the objective space is dominated by A but not by B.
This observation implies both ¥-compatibility and
>-completeness.

Van Veldhuizen [21] suggested an indicator, the er-
ror ratio Izg, on the basis of which a ¥-compatible
(but not ¥-compatible) comparison method can be
defined. Irr(A) gives the ratio of Pareto-optimal ob-
jective vectors to all objective vectors in the approx-
imation set A. Obviously, if Igr(A) > 0, i.e., A con-
tains at least one Pareto-optimal solution, then there

3Note that Z has to be bounded, i.e., there must exist a
hypercube in IR™ that encloses Z. If this requirement is not
fulfilled, it can be easily achieved by an appropriate transfor-
mation.
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exists no B €  with B = A. On the other hand, if
A consist of only a single Pareto-optimal point, then
Igr(A) > Igr(B) for all B > A; if B contains not
only Pareto-optimal points, then Igg(A) > Igr(B).
Therefore, C(y,, g With E := (Igr(A) > Igr(B))
is not pp-compatible. However, if we consider just
the total number (rather than the ratio) of Pareto-
optimal points in the approximation set, we obtain
pé-compatibility. This also holds for the indicator
used in [20], which gives the ratio of the number of
Pareto-optimal solutions in A to the cardinality of
the Pareto-optimal front. Nevertheless, the power of
these comparison methods is limited because none of
them is complete with respect to any dominance re-
lation.

3.2.3 Incompatibility

Section 3.1 has revealed the difficulties when trying to
separate the overall quality of approximation sets into
distinct aspects. Nevertheless, it would be desirable
if we could look at certain criteria such as diversity
separately, and accordingly several authors suggested
formalizations of specific aspects by means of unary
indicators. However, we have to be aware that often
these indicators do in general neither indicate that
A Bnor A B.

One class of indicators that do not allow any
conclusions to be drawn regarding the domi-
nance relationship between approximation sets is
represented by the various diversity indicators
[18][17][24][16][3][23]. If we consider a pair A, B € Q
with A > B, in general the indicator value of A can
be less or greater than or even equal to the value
assigned to B (for the diversity indicators referenced
above). Therefore, the comparison methods based on
these indicators are neither compatible nor complete
with respect to any dominance relation or comple-
ment of it. For a more detailed discussion of some of
the above indicators, the interested reader is referred
to [14].

The same holds for the three indicators proposed in
[21]: overall nondominated vector generation Ipnve,
generational distance Igp, and maximum Pareto
front error Ipp. The first just gives the number of



|| indicator | name / reference | Boolean function || compatibility | completeness ||
Igc enclosing hypercube indicator / Section 3.2.1 I79(A) < IT9(B) — -
Io objective vector indicator / Section 3.2.1 I9(A) > I9(B) - -
Iy hypervolume indicator / [26] I (A) > Iyx(B) % >
Iy average best weight combination / [6] Iw (A) < Iw (B) % >
Ip distance from reference set / [1] Ip(A) < Ip(B) % -
I unary e-indicator / Section 3.2.2 I.1(A) < Ia1(B) % -
Ipp fraction of Pareto-optimal front covered / [20] Ipp(A) > Ipp(B) % -
Ip number of Pareto points contained / Section 3.2.2 | Ip(A) > Ip(B) % -
Igr error ratio / [21] Igr(A) >0 b -
Icp chi-square-like deviation indicator / [18] Icp(A) < Icp(B) - -
Ig spacing / [17] Is(A) < Is(B) - -
Ionva overall nondominated vector generation / [21] Ionve(A) > Ionve(B) - -
Icp generational distance / [21] Icp(A) < Igp(B) - -
Iyg maximum Pareto front error / [21] Iyr(A) < Iyp(B) - -
Iys maximum spread / [24] ITys(A) > Iys(B) - -
Iyvp minimum distance between two solutions / [16] Inp(A) > Inp(B) - -
Icg coverage error / [16] Icg(A) < Icr(B) - -
Ipy deviation from uniform distribution / [3] Ipy(A) < Ipy(B) - -
Ios Pareto spread / [23] Ios(A) > Ios(B) - -
Iy accuracy / [23] I4(A) > 14(B) - -
Inpe number of distinct choices / [23] Inpc(A) > Inpc(B) - -
Icp cluster / [23] Icn(A) < Icrn(B) - -

Table 3: Overview of unary indicators. Each entry corresponds to a specific comparison method defined by
the indicator and the Boolean function in that row. With respect to compatibility and completeness, not all
relations are listed but only the strongest as, e.g., =>-compatibility implies I>-compatibility (cf. Section 3.2).

elements in the approximation set, and it is obvi-
ous that it does not provide sufficient information to
conclude A > B, A ¥ B, etc. Why this also ap-
plies to the other two, both distance indicators, will
only be sketched here. Assume a two-dimensional
minimization problem for which the Pareto-optimal
front P consists of the two objective vectors (1, 0) and
(0,10). Now, consider the three sets A = {(2,5)},
B = {(3,9)}, and C = {(10,10)}. For both dis-
tance indicators holds I(B) < I(A) < I(C), but
A = B »=> C, provided that Euclidean distance is
considered. Thus, we cannot conclude whether one
set is better or worse than another by just looking
at the order of the indicator values. A similar argu-
ment as for the generational distance applies to the
coverage error indicator presented in [16]; the only
difference is that the coverage error denotes the min-
imum distance to the Pareto-optimal front instead of
the average distance.
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Finally, one can ask whether it is possible to com-
bine several indicators for which no #-compatible
comparison method exists in such a way that the re-
sulting indicator vector allows to detect that A is not
worse than B. Van Veldhuizen and Lamont [22], for
instance, used generational distance and overall non-
dominated vector generation in conjunction with the
diversity indicator of [17], while Deb et al. [4] applied
a similar combination of diversity and distance indi-
cators. Other examples can be found in, e.g., [2] and
[16]. As in all of these cases counterexamples can be
constructed that show the corresponding comparison
methods to be not [$-compatible, the above question
remains open and is not investigated in more depth
here.



4 Comparison Methods Based
on Binary Quality Indicators

Binary quality indicators can be used to overcome
the difficulties with unary indicators. However, they
also have a drawback: when we compare ¢ algorithms
using a single binary indicator, we obtain ¢(t — 1) dis-
tinct indicator values—in contrast to the ¢ values in
the case of a unary indicator. This renders the anal-
ysis and the presentation of the results more difficult.
Nevertheless, Theorem 1 suggests that this is in the
nature of multiobjective optimization problems.

4.1 Limitations

In principle, there are no such theoretical limitations
of binary indicators as for unary indicators. For in-
stance, the indicator

4 A=-B
3 A-B

I(A,B)=¢ 2 A>B
1 A=DB
0 else

allows to construct comparison methods compatible
and complete with regard to any of the dominance re-
lations. However, this usually does not hold for exist-
ing, practically useful binary indicators, in particular
for those indicators that are, as Knowles and Corne
[13] denote it, symmetric, i.e., I(A,B) = c—I(B, A)
for a constant c¢. Although, symmetric indicators are
attractive as only half the number of indicator values
has to be considered in comparison to a general bi-
nary indicator, their inferential power is restricted as
we will show in the following.

Without loss of generality, suppose that ¢ = 0, i.e.,
I(A,B) = —I(B, A); otherwise consider the trans-
formation I'(A,B) = ¢/2 — I(A, B). The question
is whether we can construct a >-compatible and >-
complete comparison method based on this indicator;
according to the discussion in Section 3.1, we assume
that £ =: (I(A,B) > I(B, A)).

Theorem 3 Let I be a binary indicator with
I(A,B) = —I(B,A) for A,B € Q and E a Boolean

function with E =: I(A,B) > I(B,A). If the cor-
responding comparison method Cr g is >-compatible
and t>-complete, then I(A,B) = 0 for all A,B € Q
with A= B or A | B.

Proof. Let A,B € Q. From A > B < I(A,B) >
I(B, A) follows that A ¥ B < I(A,B) < I(B,A)
and therefore A|| BVA=B < A¥ BABY A<
I(A,B) = I(B,A). From the symmetry I(A, B) =
—I(B, A) then follows that A || BV A = B is equiv-
alent to I(A, B) = 0. O

A consequence of this theorem is that a symmet-
ric, binary indicator, for which A > B < I(A, B) >
I(B, A), can detect whether A is better than B, but
not whether A > B, A || B, or A = B. On the
other hand, it follows from I(A,B) # 0 for a pair
A || B that C; g cannot be >-compatible, if it is
>-complete. We will use this result in the following
discussion of existing binary indicators.

4.2 Classification

In contrast to unary indicators, only a few binary
indicators can be found in the literature. We will
classify them according to the criterion whether a
corresponding comparison method exists that is »-
compatible and »-complete with regard to a specific
relation ».

As mentioned in Section 2.2, Zitzler and Thiele [26]
suggested the coverage indicator I where I¢(A, B)
gives the fraction of solutions in B that are weakly
dominated by at least one solution in A. I¢(A, B) =
1 is equivalent to A > B (A weakly dominates B)
and therefore comparison methods Cp, g compati-
ble and complete with regard to the >, =, ||, and
= relations can be constructed. Furthermore, with
E := (Ic(A,B) =1 A Ic(B,A) = 0) we obtain a
comparison method Cr, g that is >-compatible and
>=-complete.

Hansen and Jaszkiewicz [9] proposed three sym-
metric, binary indicators Igr,, Igr,, and I, that are
based on a set of utility functions. The utility func-
tions can be used to formalize and incorporate pref-
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erence information; however, if no additional knowl-
edge is available, Hansen and Jaszkiewicz suggest to
use a set of weighted Tchebycheff utility functions.
In this case, the resulting comparison methods are in
general >-complete but not >-compatible as Theo-
rem 3 applies (I(A, B) can be greater or less than 0
if A || B). Accordingly, these indicators in general
do not allow to construct a comparison method that
is both compatible and complete with respect to any
of the relations in Table 1. However, it has to be
emphasized here that these indicators have been de-
signed with regard to the incorporation of preference
information.

In [24], a binary version Igo of the hypervolume
indicator Iy [26] was proposed; the same indicator
was used in [12]. Ig2(A, B) is defined as the hyper-
volume of the subspace that is weakly dominated by
A but not by B. From Ig2(A, B) = 0 follows that
B > A and therefore, as with the coverage indicator,
comparison methods Cy,, g compatible and complete
regarding the >, >, ||, and = relations are possi-
ble. However, there exists no >-compatible and >-
complete or >>-compatible and >>-complete com-
parison method solely based on the binary hypervol-
ume indicator.

Knowles and Corne [11] presented a comparison
method based on the study by Fonseca and Flem-
ing [7]. Although designed for the statistical anal-
ysis of multiple optimization runs, the method can
be formulated in terms of an m-ary indicator Iy if
only one run is performed per algorithm or the algo-
rithms are deterministic. We here restrict ourselves
to the case m = 2 as all of the following statements
also hold for m > 2. A user-defined set of lines
in the objective space, all of them passing the ori-
gin and none of them perpendicular to any of the
axes, forms the scaffolding of Knowles and Corne’s
approach. First, for each line the intersections with
the attainment surfaces [7] defined by the approxi-
mation sets under consideration are calculated. The
intersections are then sorted according to their dis-
tance to the origin, and the resulting order defines
a ranking of the approximation sets with respect to
this line. If only two approximation sets are consid-
ered, then Ip;(A, B) gives the fraction of the lines
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for which A is ranked higher than B. Accordingly,
the most significant outcome would be I,;(A4,B) =1
and I;(B,A) = 0. However, this method strongly
depends on the choice of the lines, and certain parts
of the attainment surface are not sampled. There-
fore, in the above case either A is better than B or
both approximation are incomparable to each other.
As a consequence, the comparison method Cy,, g
with F := (IL](A,B> =1 A IL](B,A) = 0) is in
the general case not >-compatible; however, it is [%-
compatible and >>-complete.

Finally, we have shown already in Section 2.3 that
a D>-compatible and >-complete comparison method
exists for the e-indicator. The case I.(A,B) < 1 is
equivalent to A = B and the same statements as
for the coverage and the binary hypervolume indi-
cators hold. Furthermore, the comparison method
Ci, g with E := (I.(A,B) < 1) is »>-compatible
and >>-complete.

Table 4 summarizes the results of this section.
Note that it only contains information about compar-
ison methods that are both compatible and complete
with respect to the different dominance relations.

5 Discussion

5.1 Summary of Results

We have proposed a mathematical framework to
study quality assessment methods for multiobjective
optimizers. Starting with the assumption that the
outcome of a multiobjective EA is a set of incom-
parable solutions, a so-called approximation set, we
have introduced several dominance relations on ap-
proximation sets. These relations represent a for-
mal description of what we intuitively understand
by one approximation set being better than another.
The term quality indicator has been used to capture
the notion of a quality measure, and a comparison
method has been defined as a combination of quality
indicators and a pseudo-Boolean function that evalu-
ates the indicator values. Furthermore, we have dis-
cussed two properties of comparison methods, namely
compatibility and completeness, which characterize



ind. | name / reference relation
> | - | | = | = | [
I epsilon indicator / I.(A,B) <1 - I.(A,B)<1 I.(A,B)<1 I.(A,B)=1 I.(A,B)>1
Section 2.2 I.(B,A) > 1 I.(B,A)=1 I.(B,A) >1
I+ | additive epsilon I.+(A,B)<0 | - Iy (A,B)<0 | I+ (A,B) <0 | Ic+(A,B)=0 | I+(A,B) >0
indicator / Section 2.2 Iy (B,A)>0 I.y(B,A)=0 | I.+(B,A) >0
Ic coverage / [26] - Ic(A,B)=1 | Ic(A,B)=1 Ic(A,B)=1 Ic(A,B)=1 0<Ic(AB)<1
Ic(B,A)ZO Ic(B,A <1 Ic(B,A)Zl 0<Ic(B,A)<1
Igo | binary hypervolume - - Ig2(A,B) >0 | Ig2(A,B) >0 | Ig2(A,B)=0 | Ig2(A,B) >0
indicator / [24] Ir2(B,A) =0 | Ira(B,A) =0 | Iga(B,A)=0 | Ig2(B,A) >0
IRy | utility function - - - - - -
indicator R1 / [9]
Iro | utility function - - - - - -
indicator R2 / [9]
IR3 utility function - - - - - -
indicator R3 / [9]
Irr lines of intersection / - - - - - -

[11]

Table 4: Overview of binary indicators. A minus means that in general there is no comparison method Cy g
based on the indicator I in the corresponding row that is compatible and complete regarding the relation in
the corresponding column. Otherwise, an expression is given that describes an appropriate Boolean function

E.

the relationship between comparison methods and
dominance relations. On the basis of this framework,
existing comparison methods have been analyzed and
discussed. The key results are:

e Unary quality indicators, i.e., quality measures
that summarize an approximation set in terms of
a real number, are in general not capable of in-
dicating whether an approximation set is better
than another—also if several of them are used.
This even holds if we consider approximation
sets containing a single objective vector only.

e Existing unary indicators at best allow to infer
that an approximation set is not worse than an-
other, e.g., the distance indicator by Czyzak and
Jaszkiewicz [1], the hypervolume indicator by
Zitzler and Thiele [26], or the unary e-indicator
presented in this paper. However, with many
unary indicators and also combinations of unary
indicators no statement about the relation be-
tween the corresponding approximation sets can
be made. That is, although an approximation
set A may be evaluated better than an approxi-
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mation set B with respect to all of the indicators,
B can actually be superior to A with respect to
the dominance relations. This holds especially
for the various diversity measures and also for
some of the distance indicators proposed in the
literature.

We have given two examples demonstrating that
comparison methods based on unary indicators
can be constructed such that A can be recog-
nized as being better than B for some approxi-
mation sets A, B. It has also been shown that
the practical use of this type of indicator is nat-
urally restricted.

Binary indicators, which assign real numbers to
ordered pairs of approximation sets, in princi-
ple do not possess the theoretical limitations of
unary indicators. The binary e-indicator pro-
posed in this paper, e.g., is capable of detecting
whether an approximation set is better than an-
other. However, not all existing binary indica-
tors have this property. Furthermore, it has to
be mentioned that the greater inferential power




comes along with additional complexity: in con-
trast to unary indicators, the number of indi-
cator values to be considered is not linear but
quadratic in the number of approximation sets.

5.2 Conclusions

This study has shown that in general the quality of
an approximation set cannot be completely described
by a (finite) set of distinct criteria such as diversity
and distance. Hence, binary quality indicators rep-
resent the lowest level of representation on which it
is still possible to detect whether an algorithm per-
forms better than another in terms of the quality of
the outcomes. On the other hand, this does not mean
that unary quality indicators are generally useless.
In conjunction with a >-compatible and >-complete
comparison method, they can be used to further dif-
ferentiate between incomparable approximation sets
and to focus on specific, usually problem-dependent
aspects. However, we have to be aware that they
often represent preference information and therefore
for each problem the assumptions and knowledge ex-
ploited should be clearly specified. A more detailed
discussion of this issue can be found in [9].

Moreover, we have studied quality indicators only
for one, but essential criterion: the inferential power.
Certainly, there are many other aspects according
to which comparison methods can be investigated,
e.g., the computational effort, the sensitivity to scal-
ing, the requirement to have knowledge about the
Pareto-optimal front, etc. Several such aspects are
studied in [14] and [13]. The coverage indicator [25]
represents an example where these additional con-
siderations come into play. Although being capable
of detecting dominance between approximation sets,
it does not provide additional information if, e.g., A
dominates B and B dominates C' (“how much bet-
ter is A than B with respect to C?”); furthermore,
the indicator values are often difficult to interpret if
the two approximation sets under consideration are
incomparable. In the light of this discussion, the bi-
nary e-indicator defined in Section 2.2 possesses sev-
eral desirable features. It represents a natural ex-
tension to the evaluation of approximation schemes
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in theoretical computer science [5] and gives the fac-
tor by which an outcome is worse than another. In
addition to that, it is cheap to compute.

Finally, the stochasticity of multiobjective EAs is
another issue that has to be addressed. Multiple op-
timization runs require the application of statistical
tests, and in principle there are two ways to incorpo-
rate these tests in a comparison method: the statisti-
cal testing procedure can be included in the indicator
functions or in the Boolean function. Knowles and
Corne’s approach [11] belongs to the first category,
while Van Veldhuizen and Lamont’s study [22] is an
example for the second category. The attainment
function method proposed by Grunert da Fonseca,
Fonseca, and Hall [8] can be expressed in terms of
an infinite number of indicators and therefore falls in
the second category. However, in contrast to [22] and
[11] this method is able to detect whether an approx-
imation set is better than another. To investigate in
more depth how all these approaches are related to
each other is the subject of ongoing research.

Appendix

Proof of Theorem 1. Let us suppose that
such a comparison method Cr g exists where I =
(I1,I5,...,I) is a combination of k unary quality
indicators and E a corresponding Boolean function
R?* — {false, true}. Furthermore, assume, without
loss of generality, that the first two objectives are to
be minimized (otherwise the definition of the follow-
ing set S has to be modified accordingly).

Choose a,b € R with ¢ < b, and consider S =
{(z1,22,-+-y2n) EZ 50 <z <b1<i<n A z=
b+ a — z1}; obviously, for any z!,2%2 € Z either
z! = 2% or 2! || 22, because 2§ > 27 implies 23 < 23.
Furthermore, let Qg C 2 denote the set of approxi-
mations sets A € Q with A C S.

As S € © and any subset of an approximation set
is again an approximation set, {25 is identical to the
power set P(S) of S. In addition, there is an injection
f from the open interval (a, b) to S with f(r) = (r, b+
a—r,(b+a)/2,(b+a)/2,...,(b+a)/2), it follows that
the cardinality of S is at least 2%0. As a consequence,



the cardinality of g is at least 22",

Now, we will use Lemma 1 (see below): it shows
that for any A, B € Qg with A # B the quality
indicator values differ, i.e., I;(A) # I;(B) for at least
one indicator I;, 1 < i < k. Therefore, there must be
an injection from Qg to R, the codomain of I. This
means there is an injection from a set of cardinality
22" (or greater) to a set of cardinality 280, From this
absurdity, it follows that such a comparison method
Cr,E cannot exist. O

Lemma 1 Let Z = {(21,22,...,2n) € R"ja < z; <
b,1 <i < n} be an open hypercube in R™ with n > 2,
a,b € R, and a < b. Furthermore, assume there
exists a combination of unary quality indicators I =
(I, Iz, ..., It) and a Boolean function E such that
for any approzximation sets A, B € Q:

OI,E(A,B) < A B

Then, for all A, B € Q with A # B there is at least
one quality indicator I; with 1 < i < k such that

I;(A) # I;(B).

Proof. Let A, B € Q be two arbitrary approxima-
tion sets with A # B. First note that Cr g(A, B)
implies Cr (B, A) is false (and vice versa) as A > B
implies B » A. If A > B or B > A, then
I;(A) # I;(B) for at least one 1 < i < k because oth-
erwise Cr,g(A, B) = Cr,g(B,A) = Cr1,g(A, A) would
be false. If A || B, there are two cases: (1) both A
and B contain only a single objective vector, or (2)
either set consists of more than one element.

Case 1: Choose z € Z with A || {z} and B || {z}
(such an objective vector exists as Z is an open
hypercube in R"). Then AU {z} > A and
AU {z} || B, and from the former follows
Cr,e(AU{z}, A) is true. Accordingly, I;(A) #
I;(B) for at least one 1 < ¢ < k because other-
wise Cr g(AU{z}, B) = Cr g(AU{z}, A) would
be true which contradicts AU {z} || B.

Case 2: Assume, without loss of generality, that A
contains more than one objective vector, and
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choose z € A with {2} || B (such an ele-
ment must exist as A || B). Then, A > {z},
which implies that C1 g(A,{z}). Now suppose
I;(A) = I;(B) for all 1 < ¢ < k; it follows that
Cr.e(B,{z}) = Cr.e(A,{z}) is true which is a
contradiction to B || {z}.

In summary, all cases (A > B, B> A, and A || B)
imply that I;(A) # I;(B) for at least one 1 < ¢ < k.
O

Proof of Theorem 2. We will exploit the fact
that in IR the number of disjoint open intervals
(a,b) ={z € R; a < z < b} with a < b is count-
able [10]; in general, this means that R* contains
only countably many disjoint open hyperrectangles
(a1,b1) X (ag,bg) X X (ak,bk) = {(21,212, . 7Zk) S
RF; a;, <z <b,1<i< k} with a; < b;. The basic
idea is that whenever fewer indicators than objectives
are available, uncountably many disjoint open hyper-
rectangles arise—a contradiction. Furthermore, we
will show a slightly modified statement, which is more
general: if Z contains an open hypercube (u, v)"™ with
u < v such that for any 2!, 22 € (u,v)™

- 22

(Vi<i<k:IL({z'}) > L{z"}) &2

then k£ > n.

Without loss of generality assume a minimization
problem in the following. We will argue by induction.

n=2: Let a,b € (u,v) with a < b and consider the
incomparable objective vectors (a,b) and (b, a).
If & = 1, then either I;({(a,b)}) > Li({(b,a)})
or vice versa; this leads to a contradiction to

(a,b) # (b,a) and (b,a) ¥ (a,b).

n —1—mn: Suppose n > 2, k < n and that the
statement holds for n — 1. Choose a,b € (u,v)
with a < b, and consider the n — 1 dimensional
open hypercube S. = {(z1,22,...,2p-1,¢) €
(u, ) ;5 a < z < b, 1 <4 <mn-—1} for an
arbitrary ¢ € (u,v).

First, we will show that I;({(b,...,b,0)}) <
L{(a,...,a,0)}) for all 1 < i < k. As-
sume L({(b,...,b,0)}) > IL({(a,...,a,0)})



for any 1. It LH{({®,....,b,0)}) > search has been supported by the Swiss National Sci-
L({(a,...,a,c¢)}), then (a,...,a,c) 7 ence Foundation (SNF) under the ArOMA project
(b,...,0, c) Wthh yields a contradiction. 2100-057156.99/1 and by the Portuguese Founda-
If L({(b,...,b,0)}) = L({(a,...,a,c)}), then tion for Science and Technology under the POCTI

L({z}) = ({(b ...,b,0)}) for all z € S., programme (Project POCTI/MAT/10135/98), co-
because (a,...,a,c) = z if z € S.. Then for any financed by the European Regional Development
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Section 3.2.2, 1st paragraph: The statement

Iq(A)<Iqa(B)=A£AB=A#4B
is wrong. The [$-compatibility follows from
Ap> B=14(A) <I4(B)
which implies

Id(A) < Id(B) = A 7(] B

Section 3.2.3 Independently of this study, Knowles

and Corne [14][13] have also shown the incom-
patibility of the following indicators: Ig, Iypg,
Ipy, and Ionve.



