Abstract—This paper presents the G3PARM algorithm for mining association rules. G3PARM is an evolutionary algorithm that uses G3P (Grammar Guided Genetic Programming) and an auxiliary population made up of its best individuals who will then act as parents for the next generation. Due to the nature of G3P, the G3PARM algorithm allows us to obtain valid individuals by defining them through a context-free grammar and, furthermore, this algorithm is generic with respect to data type. We compare our algorithm to two multiobjective algorithms frequently used in literature and known as NSGA2 (Non-dominated Sort Genetic Algorithm) and SPEA2 (Strength Pareto Evolutionary Algorithm) and demonstrate the efficiency of our algorithm in terms of running-time, coverage and average support, providing the user with high representative rules.

I. INTRODUCTION

With the rapid growth in the size and number of available databases, mining for knowledge, regularities or high level information from data became essential to support decision making and predict future behavior. Association rule mining is an important task involving data mining and knowledge discovery in databases. Basically it is the process of finding some relationships among the attributes and attribute values of a large database. Within the huge collection of data stored in a database, there could be a lot of relationships between the many attributes. Discovery of such relationships within a vast amount of data could greatly help in decision-taking. These relationships can be represented as a relation $A \rightarrow C$ where $A$ and $C$ symbols refer to the antecedent and consequent, respectively.

Existing algorithms for mining association rules [1], [2] are mainly based on the approach suggested by Agrawal et al. [3], [4] called the Apriori algorithm. A limitation of this algorithm is that it works in two phases and also its computational cost is very high. The first phase is for frequent itemset generation, and the second generates the rules from frequent sets. To reduce its computational cost, this algorithm establishes that if an itemset is frequent, all its subsets must also be frequent. However, supersets of an infrequent itemset are not frequent, so the computational cost is reduced by removing such results. Another limitation is the encoding scheme, where separate symbols are used for each possible value of an attribute. This encoding scheme may be suitable for encoding the categorically valued attributes, but not for encoding the numerically valued attributes as they may have different values in each record. To avoid this situation, some ranges of values may have to be defined by using discretization techniques.

Many studies [5], [6] have already proposed Evolutionary Algorithms (EAs) [7] for rules/knowledge extraction from databases, as they consider this kind of algorithm, and especially Genetic Algorithms (GAs) [8], as one of the most successful search techniques applied in complex problems, and they have proved to be an important technique for learning and mining knowledge. GAs are robust and flexible search methods. In fact, the same GA can be executed using different representations. In addition, GAs also allow feasible solutions to be obtained within specified time limits. This is why data mining experts have shown an increasing interest in both EAs and GAs. Genetic programming (GP) is a methodology based on EA to find computer programs by employing operations inspired by biological evolution. The main disadvantage of the process of generating individuals by GP is the generation of invalid individuals. An extension of GP is G3P (Grammar Guided Genetic Programming) [9], [10], [11] which allows valid individuals to be obtained by defining them as context-free grammars so that they formally describe the syntactic constraints of the problem to be solved.

Many real-world problems involve simultaneous optimization of often competing objectives. Often, there is no single optimal solution, but rather a set of alternative solutions. These solutions are optimal in the wider sense that no other solutions in the search space are better than they are at taking all objectives into consideration. They are known as Pareto-optimal solutions. Some researchers suggest that multiobjective search and optimization might be a problem area where EAs do better than other blind search strategies. Existing studies [12], [13] treat association rule mining as a multiobjective problem rather than as a single objective one. The objective functions like confidence, comprehensibility, interestingness, etc., can be thought of as different criterion of an association rule mining problem.

This paper presents an evolutionary algorithm using G3P for mining association rules. This algorithm, called G3PARM, is able to generate valid individuals, not larger than a predefined size, and to obtain representative rules from datasets in a short time. Furthermore, G3PARM can be used with numerical attributes by simply changing the grammar from which individuals are obtained, so the algorithm presented can be used for any type of dataset. In this study, we make a comparison between G3PARM and two multiobjective algorithms.
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frequently used in literature: NSGA2 (Non dominated Sort Genetic Algorithm) [14], [15] and SPEA2 (Strength Pareto Evolutionary Algorithm) [16], [17] to demonstrate the efficiency of our proposal in terms of running-time, coverage and average support. For multiobjective algorithms, support and confidence measures will be used as different objectives of the rule mining problem.

This paper is structured as follows: Section II describes the algorithm conceived and its main characteristics; Section III describes the datasets used in the experiments and the algorithms used for comparing; Section IV describes both the execution and results; finally, some concluding remarks are underscored and future research lines that we expect to tackle are discussed.

II. G3PARM ALGORITHM

This section presents our model along with its major characteristics: how individuals are represented, its genetic operators, the evaluation process and the algorithm used.

A. Individual representation

A context-free grammar $G = (\Sigma_N, \Sigma_T, \text{Rule}, P)$ with:

$\Sigma_N = \{\text{Rule}, \text{Antecedent}, \text{Consequent}, \text{Comparison}, \text{Categorical Comparator}, \text{Categorical Attribute Comparison}\}$

$\Sigma_T = \{\text{AND, } \text{“! =”, “=”, “name”, “value”}\}$

$P = \{\text{Rule} = \text{Antecedent, Consequent;}\}$

Antecedent = Comparison | AND, Comparison, Antecedent ;
Consequent = Comparison ;
Comparison = Categorical Comparator, Categorical Attribute Comparison ;
Categorical Comparator = “! =” | “=” ;
Categorical Attribute Comparison = “name”, “value” ;

Fig. 1. Context-free grammar expressed in Extended BNF.

Each individual is generated from the initial grammar symbol $\text{Rule}$ through the random application of production rules $P$ until a valid derivation chain is reached. The number of derivations is determined by the maximum derivation size provided in algorithm configuration parameters. To generate an individual, the algorithm starts with the initial grammar symbol and maximum derivation size. From this symbol, the productions sought are obtained based on derivation size and one is chosen at random taking into account that, the larger the cardinality of a symbol, the greater the probability this symbol has of deriving. The algorithm continues recursively for each nonterminal symbol, reducing the maximum derivation size at each iteration.

B. Genetic operators

We use two genetic operators to generate new individuals in a given generation of the algorithm: crossover and mutation.
Both operators work according to defined grammar.

**Crossover:** this operator creates new individuals by exchanging two parent derivation subtrees from two randomly selected compatible nodes in each of them. Two nodes are compatible if they belong to the same nonterminal symbol under the condition that this node not be the initial grammar symbol.

If two compatible nodes are found, the crossover is completed by swapping the two subtrees underneath these two nodes. In addition, an overhead checking is carried out to ensure that the individuals produced by crossover satisfy size constraints, since the size of the individuals produced must remain within a predefined range between the minimum and maximum size.

If one parent, or both, exceed the maximum size, this parent is kept intact and, therefore, the parent and the offspring are equal.

**Mutation:** this operator randomly selects a syntax-tree node and will act based on the symbol type. If the selected node is a nonterminal symbol, a new production of the grammar is used to derive a new subtree. We must take into account that, if the selected item is a nonterminal symbol, and because it is possible to make a derivation different from that undertaken in the first instance, the number of derivations needed to reach a terminal symbol may vary in order to prevent exceeding the maximum derivation size imposed by the algorithm. If, however, the selected node is a terminal symbol, it changes the value of the terminal symbol at random.

**C. Evaluation**

Before evaluating an individual, we must carry out its decoding, namely, by finding the association rule that corresponds to the genotype syntax-tree. The decoding process is to build an in-depth expression of the syntax-tree and remove nonterminal symbols that appear in the genotype. It is also necessary to verify that individuals do not have the same attribute in rule antecedent and consequent. The evaluation process of individuals is performed by obtaining the fitness function value. It will be the support, which is defined as the ratio (in percentage) of records that contains \( A \) and \( C \) to the total number of records in the database. Here, \( A \) is called antecedent, and \( C \) consequent. The support of a rule \( R \) is defined as:

\[
\text{sup}(R) = \frac{\text{sup}(A \cup C)}{|D|}
\]

where \( \text{sup}(A \cup C) \) is the support of the itemsets \( A \) and \( C \), and the \( D \) symbol refers to the dataset. The support of a rule \( (\text{sup}(R)) \) always takes continuous values between 0 and 1, while the support of any item will be any positive integer.

Another heuristic that we will use is the confidence rule generated by the decoding process. This is defined as the ratio (in percentage) of the number of records that contain \( A \) and \( C \) to records that contain \( A \). The confidence of a rule \( R \) is defined as:

\[
\text{conf}(R) = \frac{\text{sup}(A \cup C)}{\text{sup}(A)}
\]

and, as with the support, confidence always takes continuous values between 0 and 1.
D. Algorithm

The G3PARM algorithm uses an auxiliary population with the best individuals, who will act as parents for the next generation. Thus the best individuals obtained are not lost with the passing of generations. Furthermore, because the individuals in the auxiliary population may act as parents in subsequent generations, the algorithm tends to converge to the best individuals. In the initial generation, the auxiliary population will be empty.

The algorithm starts producing the population by randomly generating individuals from the context-free grammar defined in Figure 1 and by fulfilling the maximum number of derivations. Based on the population, individuals are selected via a binary tournament. This selector works by selecting two individuals randomly from the current population and after comparing them, it keeps the best of them. Individuals are selected to act as parents for the crossover based on their probability, being more probable the higher the probability. The next step is to perform the mutation of the individuals selected. Like crossover, mutation will depend on its probability. Once we have the new population by crossover and mutation, we update the auxiliary population. To update the auxiliary population, the previous auxiliary population and the current population are combined. Then, the individuals are ranked according to the support and the current population is combined. Then, the individuals are ranked according to the support and individuals with the same genotype are eliminated. The G3PARM algorithm takes two individuals as equals if, having different genotypes, they contain the same attributes. For example, the algorithm considers that the case of the rules $A \text{ AND } B \rightarrow C$ and $B \text{ AND } A \rightarrow C$ are equal. From the resulting set, we select the individuals that exceed a certain threshold of support and confidence.

The G3PARM algorithm is represented by the pseudocode in Algorithm 1. Algorithm 2 shows how the auxiliary population is updated.

Algorithm 1 G3PARM algorithm

Require: $\text{max\_generations, } N$
Ensure: $A$

$P_0 \leftarrow \text{random}(N)$  
$A_0 \leftarrow \emptyset$

while $\text{num\_generations} < \text{max\_generations}$ do

Select parents ($P_t \cup A_t$)
Crossover ($P'$)
Mutation ($P'$)
$P \leftarrow P'$
Update auxiliary population ($A_t$)

end while

return $A$

As indicated in Section II-C, the support is the fitness, so individuals attempt to maximize support over generations, while the confidence measure is maximized in the auxiliary population. Thus, the algorithm tries to maximize both measures over generations.

The algorithm terminates when it covers all the instances from the dataset or when it reaches a certain number of generations. When this occurs, the auxiliary population individuals are returned.

III. EXPERIMENTATION

To evaluate the performance of our proposal for mining association rules, several experiments have been carried out on different datasets using different algorithms. First, the two algorithms that are compared are explained in detail and subsequently we show the different datasets used.

A. Multiobjective algorithms

This section presents two multiobjective algorithms frequently used in the literature, SPEA2 and NSGA2, which use the support and confidence measures of rules as objectives to optimize. When the algorithms finish, the rules located in the Pareto front are returned.

1) SPEA2: This algorithm allows us to find or approximate the Pareto-optimal set for multiobjective optimization problems. The fitness of each individual takes into account the number of individuals which it dominates and also the number of individuals which are dominated by it. The first step is to calculate the number of individuals it dominates. This is the strength value of each individual. Next, we calculate the raw fitness which is the sum of the strength values of the individuals that dominate it.

Another fitness component that we need is the density of information. This is a nearest neighbor density estimation. If individuals in the population establish a few dominance relationships among themselves (for example, all lie on the Pareto front), large groups of individuals with the same fitness will be formed, so the algorithm chooses individuals with a high degree of randomness. Because of this, a density estimator called the $K$-th nearest neighbor is added to the raw fitness.

First, for each individual $i$ we must compute the Cartesian distance between it and every other individual. This gives us a vector of distances which must be ranked from smallest to largest. Then we take the $K$-th element of the vector and use the equation:

$$D(i) = \frac{1}{\text{distance}(k) + 2}$$

This value is adding to the raw fitness to obtain the final fitness of this individual.

Algorithm 2 Update auxiliary population

Require: $A$
Ensure: $A$

$A' \leftarrow P' + A_t$
Order ($A'$)
Eliminate duplicate ($A'$)
$A_t \leftarrow \text{Threshold}(A')$

return $A$
2) NSGA2: This algorithm organizes the population in fronts of nondominated individuals, assigning to each individual the value of the front to which it belongs. The next step is to get an estimate of the solution density that surrounds a particular solution in the population (we calculate the average distance of points on both sides of this point along each of the objectives).

Next, we update the new population, assigning individuals from the first front towards the last front, until the population reaches its complete size. Assume that every individual in the population has two attributes: nondomination front and crowding distance. Hence, between two solutions with differing nondomination fronts, we prefer the solution with the better front. Otherwise, if both solutions belong to the same front, then we prefer the solution that is located in a less crowded region.

Finally, we assign the new population of size \( N \) to the next generation.

### B. Datasets used for the experimentation

Table I shows the different datasets used indicating name, number of instances and number of attributes. Numerical data has been preprocessed using the equal-frequency binning\(^1\) \cite{18} discretization technique in five and ten intervals.

WDDBC, WPBC and WDatabaseBC datasets correspond respectively to the sets of data: Wisconsin Diagnostic Breast Cancer, Wisconsin Prognostic Breast Cancer and Breast Cancer Database. HH concerns a study to predict the median price of houses in a region by considering both demographic composition and the state of the housing market. This data was collected as part of the 1990 US census. Finally, Soybean and Mushroom datasets were obtained from the UCI\(^2\) repository.

<table>
<thead>
<tr>
<th>Name</th>
<th>Records</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH</td>
<td>22782</td>
<td>17</td>
</tr>
<tr>
<td>Mushroom</td>
<td>8124</td>
<td>22</td>
</tr>
<tr>
<td>Soybean</td>
<td>683</td>
<td>36</td>
</tr>
<tr>
<td>WDatabaseBC</td>
<td>683</td>
<td>11</td>
</tr>
<tr>
<td>WDBC</td>
<td>569</td>
<td>31</td>
</tr>
<tr>
<td>WPBC</td>
<td>194</td>
<td>34</td>
</tr>
</tbody>
</table>

The G3PARM algorithm and the multiobjective algorithms presented have been developed using JCLEC software (Java Class Library for Evolutionary Computation) \cite{19}, that serves as a framework for the development of evolutionary computation applications. To obtain the configuration parameters, a series of tests has been carried out to check the behavior of the algorithms. The configuration parameters obtained from these tests are shown in Table II.

The algorithms wind up their execution when the set of rules obtained (from the auxiliary population or from the Pareto front, as appropriate) covers 100% of the dataset instances. Because some performances fail to finish within a reasonable time, if the execution reaches 1000 generations without being able to cover 100% of the dataset instances, the algorithm execution will end in that generation.

All the experiments were performed using an Intel Core i7 with 12GB of memory and running CentOS 5.4.

### IV. RESULTS

This section compares the results obtained with G3PARM, SPEA2 and NSGA2 algorithms for each dataset. The results are shown in Table III, where average sup is the average support of the rule set; average conf is the average confidence of the rule set; global sup represents the support of the rule set obtained (the percentage of records covered by these rules over the total records in the dataset).

It should be noticed that the results obtained by the proposed algorithms are the average results obtained running our algorithms with ten different seeds. These seeds are used for the generation of random individuals by creating different individuals based on the seed used, and therefore it is necessary to use several seeds and not rely on only one.

Analyzing the results presented in Table III, we can note that the G3PARM algorithm obtains rules that cover 100% of dataset instances. Only in the WDBC5 dataset does the algorithm not cover all instances, although it comes close (99.19%), but it does manage to obtain better coverage than the other algorithms. Furthermore, G3PARM optimizes the support better than multiobjective algorithms, achieving a much greater average support for different datasets. Because maximizing the support involves a maximization of confidence, G3PARM manages to optimize average confidence by maximizing the support (fitness function) and is helped by auxiliary population thresholds. G3PARM reaches an average confidence of over 92% in most cases. By contrast, multiobjec-

| Table II: Configuration parameters for the algorithms. |
|-----------------|---------|-----------|
|                | Individuals | Crossover Probability | Mutation Probability | Maximum Derivation Size | External Population Size | External Confidence Threshold | External Support Threshold |
| G3PARM          | Individuals | Crossover Probability | Mutation Probability | Maximum Derivation Size | External Population Size | External Confidence Threshold | External Support Threshold |
| SPEA2           | Individuals | Crossover Probability | Mutation Probability | Maximum Derivation Size | Neighbours Proximity |
| NSGA2           | Individuals | Crossover Probability | Mutation Probability | Maximum Derivation Size |

\(^1\)This method involves dividing the values range in constant frequency intervals

\(^2\)The UCI Machine Learning repository can be reached at: http://archive.ics.uci.edu/ml/datasets.html
Because the average support obtained with NSGA2 is much of rules, we could say that their behavior is similar to that of instances. If we focus only on global support and the number of rules obtained is similar to the G3PARM algorithm and, moreover, manages to cover almost 100% of the obtained support. We deduce that multiobjective algorithms offer an average confidence that is quite high compared to average support. This is where we question how, with approximately the same number of rules, NSGA2 covers almost 100% of the instances although it has lower average support. The answer is that: NSGA2 gets very good rules but also very bad rules, so the average falls and yet, at the same time these bad rules help to cover the dataset instances.

Finally, the running-time is much less in the G3PARM algorithm than in multiobjective algorithms. 8 out of 10 experiments have better times for the G3PARM algorithm than for multiobjective algorithms. This is because the G3PARM algorithm covers all the instances without going to the maximum number of iterations. Figure 3 shows the running-times (in milliseconds) for each dataset on a logarithmic scale.

To compare the results obtained and to analyze if there are any significant differences between the three algorithms, we use the Friedman test. This test first ranks the $i$th of $k$ algorithms on the $j$th of $N$ datasets, and then calculates the average rank according to the $F$-distribution ($F_F$) throughout all the datasets, and calculates Friedman statistics. If the Friedman test rejects the null-hypothesis, we go on to carry out a Bonferroni-Dunn test to reveal the differences between algorithms. Using the Friedman test, we evaluate the perf-
mance of G3PARM by comparing it to the other algorithms using average support, global support and the running-time of each algorithm in all the datasets. Average rankings of all the algorithms considered are summarized in Table V, where we can see that the computed control algorithm (the algorithm with the lowest ranking) is our proposal.

The Friedman average ranking statistic for support measure distributed according to \( F_k \) with \( (k-1) \) and \( (k-1)(N-1) \) degrees of freedom is 6.7894, which does not belong to the critical interval \([0, (F_k)_0.05, 2, 18 = 3.5545]\). On the other hand, if we focus on measuring global support, the Friedman average rankings statistic is 18.2727, which does not belong to the critical interval \([0, (F_k)_0.05, 2, 18 = 3.5545]\). Thus, we reject the null-hypothesis that all algorithms perform equally well for support and global support measures.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>G3PARM</td>
<td>1.3</td>
</tr>
<tr>
<td>SPEA2</td>
<td>2.1</td>
</tr>
<tr>
<td>NSGA2</td>
<td>2.6</td>
</tr>
</tbody>
</table>

**V. CONCLUSIONS AND FUTURE WORK**

This paper has presented a comparison between the G3PARM algorithm to discover association rules based on an auxiliary population, and two multiobjective algorithms frequently used in literature and known as NSGA2 and SPEA2. By evaluating the results obtained in Section IV, the following conclusions can be drawn with respect to the effectiveness of our proposal:

- The association rules obtained by our proposal maintain a high support and a high confidence level, providing the user with high representative rules.
- Our proposal lets us obtain a reduced set of association rules, since the number of rules is restricted by the size of the auxiliary population. Also, with this small association rule set, we managed to cover all the instances in the dataset.
- The running-time of our proposal is much shorter than that needed by multiobjective algorithms.
- The algorithm proposed can be used with both numerical and categorical attributes by simply changing the grammar that obtains the individuals, so the algorithm that we present can be used for any type of dataset.
Future work includes new approaches that can be used in association with multiobjectives; we have not taken into account in this study as can be interestingness measure. In the future, we will explore the use of rare itemsets [20], [21] by modifying our algorithm to work with this type of patterns. In this field, we will verify the performance of multiobjective algorithms as we have done in the present study.
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