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Abstract

A new logistic regression algorithm based on evolutionary product-unit (PU) neural networks is used in this paper to determine the assets that influence the decision of poor households with respect to the cultivation of non-traditional crops (NTC) in the Guatemalan Highlands. In order to evaluate high-order covariate interactions, PUs were considered to be independent variables in product-unit neural networks (PUNN) analysing two different models either including the initial covariates (logistic regression by the product-unit and initial covariate model) or not (logistic regression by the product-unit model). Our results were compared with those obtained using a standard logistic regression model and allow us to interpret the most relevant household assets and their complex interactions when adopting NTC, in order to aid in the design of rural policies. © 2008 Elsevier B.V. All rights reserved.
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1. Introduction

The logistic model, as a nonlinear regression model, is a special case of generalized linear model methodology (McCullagh and Nelder, 1989) where the assumptions of normality and constant variance of residuals are not satisfied. Logistic regression (LR) models have demonstrated their accuracy in many classification frameworks (Bose and Pal, 2006; Cook et al., 2006; De Andrés et al., 2006; Kiang, 2003), often yielding easy to interpret classifiers that decision makers can use to select the adequate model in real supervised learning situations. In binary problems, where the goal is to distinguish the appropriate class \( Y = 0 \) or \( Y = 1 \) of every observation in a set by using \( k \) observed predictor variables (input variables or covariates) \( x_1, x_2, \ldots, x_k \), LR has demonstrated its scientific potential for predicting the response variable. However, when the stringent assumptions of additive and pure linear effects of the covariates cannot be assumed, classical LR can be unstable – for example, multicollinearity problems (Hosmer and Lemeshow, 1989; Friedman et al., 2000). Numerous methods can be used to overcome this problem, such as sigmoidal feed-forward neural networks, projection pursuit learning, generalized additive models, and multivariate adaptive splines (Hervás-Martínez and Martínez-Estudillo, 2007).

In this paper, LR is improved (to include the nonlinear effects of the covariates) taking the hybridation of linear and product-unit models into account. Product-units (PU) are nonlinear basis functions designed using the product of the covariates raised to arbitrary powers (real values). PU can be considered as independent variables in product-unit neural networks (PUNN) to express strong covariate interactions (Durbin and Rumelhart, 1989; Ismail and Engelbrecht, 2000; Martínez-Estudillo et al., 2006a,b). In this way, the LR model can be structured,
on the one hand, with only PU: logistic regression by the product-unit model (LRPU) or, on the other hand, with both PU and the initial covariates: logistic regression by the product-units and initial covariates model (LRLPU). These two new approaches can improve other classification methods when covariate interactions are expected to be especially relevant.

The estimation of the coefficients of LRPU and LRLPU models was carried out in two sequential steps (Hervás-Martínez and Martínez-Estudillo, 2007). In the first step, an evolutionary algorithm (EA) was applied to both design the structure (number of PU) and train the weights (PU exponents) in the PUNN. Due to the size and complexity of the search space, the EAs cannot be used to estimate all the LRPU and LRLPU coefficients. In this respect, some experiments have been carried out but the results were not satisfactory enough as also happened in the literature (Houck et al., 1996; Michalewicz and Schoenauer, 1996; Houck et al., 1997) because EAs are not suitable tools for optimum search. On the other hand, EAs can easily detect local optima in the search space (sometimes they can also locate the global optimum, if it exists) but their convergence to the problem global optima is usually too slow. Therefore, EAs can quickly find good solutions but they need many generations to reach the optimum solution (Joines and Kay, 2002). Due to these facts, our second step is justified by the need to improve EA precision. A local optimization algorithm (standard maximum likelihood method) was applied with the specific purpose of fitting the structure of the model, once the number of PU – basis functions – was determined by the EA. Finally, a backward method was used to prune correlated and non-significant covariates.

Production and commercialisation of non-traditional crops (NTC) in Guatemala were promoted during the 70s and the 80s by the international development organizations as well as the Governments as a strategy to reduce the poverty of adopters (Carletto et al., 1999; Goldín, 2003; Hamilton and Fisher, 2005; MacFarlane, 1996). This initiative allowed many rural households to escape the poverty trap and it was motivated by two circumstances. First, very few physical assets, which however need heavy investment, were enough for rural households to be able to cultivate these crops. Second, the crops have short growth cycles and therefore can produce returns of capital in the short term (Damiani, 2000).

In Guatemala, traditional agriculture, based basically on corn and beans, dominates the productive structure of rural households. The commercialisation of the resulting products is limited and barely lets them obtain enough money for their own needs. Moreover, the corn is expected to be negatively affected (massive importing) by Central American Free Trade Agreement development (Monge-González et al., 2003). The objective of this paper was 2-fold. First of all, we wanted to analyse the accuracy of our hybrid classification algorithms as an alternative for classifying sets of observations in complex environments when the relevance of covariate interactions was expected to be very relevant. Our second objective was to use the resulting classification models to determine useful patterns for the design of rural policies. To achieve these two goals, LRPU and LRLPU algorithms were compared to standard LR to determine which variables (assets) influence the decision process in the adoption of NTC in poor households in the Guatemalan Highlands.

The data used in this paper come from a field study carried out in the Guatemalan Highlands (San Marcos and Quetzaltenango). Three hundred and seventy nine high poverty rate rural households in 8 villages were surveyed and described (PMA-MAGA, 2002). This sample was classified in two groups: non-traditional and traditional households. According to Von Braun et al. (1989), a traditional household (TH) was defined as one that devoted less than 10% of its cultivated area to NTC; higher percentages meant that the household was non-traditional (NTH). In this context, a crop was considered to be non-traditional when its production was market-oriented. Based on this database, a standard 10-fold cross-validation procedure, based on geographical conglomerates, was randomly structured to analyse the classification methodologies proposed. In all partitions (training and generalization sets), the correct classification rate (CCR) and the partial classification rate (PCA) as well as the producer’s accuracy (PA) and the user’s accuracy (UA) were determined and analysed.

Results showed that the improved LR models, LRPU and LRLPU, almost always achieved better performance in classifying poor rural households as TH or NTH in the Guatemalan Highlands. The analysis of specific covariate interactions is especially relevant for decision makers who can discriminate their positive and negative effects in promoting sustainable processes and good practice.

This paper is structured as follows: in Section 2, our improved classification methods are described; Section 3, briefly describes the relevance of NTC in poor rural households in Guatemala; in Section 4 the experimental design is described; classification results from our hybrid models and the most relevant findings are statistically described and analysed in Section 5 and, finally, some illustrative conclusions are drawn in Section 6.

2. Classification methods

Nowadays (Landwehr et al., 2005; Wei-Yu and Dongsong, 2006), LR has been taken into account more and more by the machine learning community in general as well as by those researchers interested in artificial neural networks because the two methods are closely related.

2.1. Logistic regression (LR) with product-unit (PU) covariates

Let \( X \in \mathbb{R}^n \) be a set which denotes the corresponding vector of covariates, that is, a set of continuous variables observed without error and let us consider \( n \) observations

\[ X = (x_1, x_2, \ldots, x_n) \]
of such variables noted in the form \((x_d)_{n \times p}\). Let \(y = (y_1, \ldots, y_n)\), a random sample extracted from a Bernoulli random population variable \(Y\), that is, a binary response variable associated with covariate observations \((x_d)\).

We say that the variables \((X, Y)\) satisfy a LR model, if
\[
y_i = f(x_i, \beta) + e_i, \quad \text{for} \quad i = 1, \ldots, n,
\]
where
\[
f(x, \beta) = \sum_{j=0}^{p} x_j \beta_j = x' \beta, \quad x_i = (1, x_{i1}, x_{i2}, \ldots, x_{ip}), \quad \beta = (\beta_0, \beta_1, \beta_2, \ldots, \beta_p)\]
and \(e_i\) are random variables with mean zero. A common choice for \(p(x, \beta)\) that maps the real line onto the unit interval \([0,1]\) is
\[
p_i(x_i, \beta) = \frac{\exp(x_i \beta)}{1 + \exp(x_i \beta)}. \tag{2}
\]

This logistic response function (2) can be easily linearized by the transformation
\[
\log \frac{p_i}{1-p_i} = x_i' \beta, \tag{3}
\]
where the ratio \(\frac{p_i}{1-p_i}\) is the odd. Due to the nonlinearity of the model, coefficient estimation must be carried out using iterative algorithms.

In this study, we propose a new alternative (Martínez-Estudillo et al., 2006a,b) for the non-linear function \(f(x, \beta)\) by the inclusion of product-unit functions in its structure, establishing therein two parts: the first one is linear while the other is non-linear and made up of covariates formed as product-unit functions in the form
\[
B_j = B(x, w_j) = \prod_{i=1}^{p} x_i^{w_{ji}}, \quad j = 1, \ldots, m, \quad l = 1, \ldots, p. \tag{4}
\]

The non-linear part of the function can be represented as a PUNN model (Durbin and Rumelhart, 1989). The network has \(p\) inputs that represent the covariates of the model, \(m\) nodes in the hidden layer: the number of basis functions and one node in the output layer (in a two-class classification problem, there is only one dependent variable \(Y\) that can only have values of 0 or 1). The activation function of the \(j\)th node of the hidden layer is given by (4), where \(w_{ji}\) is the weight of the connection between the input node \(i\) and the hidden node \(j\). The activation of the node in the output layer is given by \(\sum_{j=1}^{m} B_j \beta_j\) and the transfer function of a hidden node is the identity. In this way, a LR by product-units and initial covariates model, LRLPU, is given by
\[
f(x, \theta) = x'z + B'(x, W)\beta, \tag{5}
\]
where \(x' = (1, x_{1}, \ldots, x_{p})\), \(B'(x, W) = [B_1(x, w_1), \ldots, B_m(x, w_m)]\), \(B_j(x, w_j)\) being (4), and the parameters \(\theta = (z, \beta, W)\), \(z = (z_0, x_{1}, \ldots, x_{p})\), \(\beta = (\beta_1, \ldots, \beta_m)\) and \(W = (w_1, \ldots, w_m)\) being \(w_j \in R\). The LRPU model only includes \(B'(x, W)\beta\) (product-units).

So the new conditional distribution is
\[
p(x, \theta) = \frac{\exp(x'z + B'(x, W)\beta)}{1 + \exp(x'z + B'(x, W)\beta)}. \tag{6}
\]

In this case, the decision boundaries are the generalized surface response models (Myers and Montgomery, 2002). If we have a training data set \(D = \{(x_i, y_i)\}\) for \(i = 1, \ldots, n\), where \(y_i \geq 0\) \(\forall\ i\), we will use a maximum likelihood method to estimate parameters \(x\) and \(\beta\) – in a second step – because \(W\) (in the linear predictor \(x'z + B'(x, W)\beta\) was estimated previously by an evolutionary algorithm (EA). Each sample observation follows a Bernoulli distribution, so since the observations are independent, the likelihood function is just
\[
L(y_1, y_2, \ldots, y_n) = \prod_{i=1}^{n} p_i^{y_i}(1-p_i)^{1-y_i}. \tag{7}
\]

And the negative log-likelihood for these observations is
\[
\ln L(y_1, y_2, \ldots, y_n, x, \beta) = \sum_{i=1}^{n} [y_i f(x_i, x, \beta) - \ln(1 + e^{f(x_i, x, \beta)})]. \tag{8}
\]

Numerical search methods could be used to compute the maximum likelihood estimates (MLE) \(x\) and \(\beta\). However, it turns out that we can use iteratively reweighed least squares (IRLS) to actually find the MLE. We use the SPSS® computer program that implements IRLS for the LR model. In order to define the LR using only product-units as covariates, the LRPU model simplifies Eq. (5) establishing \(z = (z_0, 0, \ldots, 0)\); in this form, we obtain LR models where the linear and non-linear structure of the \(f(x, \beta)\) function has been modelled only with the associated covariates to underlying interactions within the initial covariates.

2.2. The estimation of LRPU and LRLPU coefficients

The methodology proposed to estimate both LRPU and LRLPU parameters is a two-step procedure based on the combination of an EA (global explorer) and a local optimization procedure (local exploiters) carried out by a standard maximum likelihood optimization method. In the first step, the EA is applied to design the structure and train the weights of the PU neural network.

The population-based EA for architectural design and estimation of real-parameters has points in common with other EAs in the bibliography (Angelina et al., 1994; Yao and Liu, 1997; García-Pedrajas et al., 2002). It begins the search with an initial population, and for each generation the population is updated using a population-update algorithm. The evolutionary process determines the number \(m\) of potential basis functions of the model and the corresponding vectors \(w_j\) of exponents in (4).

We apply a population-based EA for architectural design and the estimation of weights in the PUNN. The algorithm begins the search with an initial population, and on each generation the population is updated. It uses the replication operator and two types of mutation operators: structural and parametric. The structural mutation implies a modification of the structure of the function performed by the network and allows an exploration of
different regions of the search space. The parametric mutation modifies the coefficients of the model using a self-adaptive annealing algorithm. Crossover is not used due to its disadvantages in evolving artificial neural networks (Angeline et al., 1994).

The algorithm (more details in Martínez-Estudillo et al., 2006a) begins with the random generation of a larger number of networks than the amount of networks used during the evolutionary process. We generate 10N networks randomly and then we select the best N. Next, we construct the base initial population of size N and evaluate the fitness score for each individual in the population using the objective function. Then, the algorithm copies the best individual to the next generation and the best 10% of population substitutes the worst 10% of the individuals. Over this intermediate population, we apply parametric mutation operators to the best 10% of population and structural mutation to the rest of the population.

At this form, the weight vector $W = (w_1, w_2, \ldots, w_m)$ is estimated by means of an evolutionary neural network algorithm that optimizes the error function given for a $g$ model, in this case, by the log-likelihood function ($n$ observations)

$$L(\beta, W) = \sum_{i=1}^{n} \{y_i f(x_i, \beta, W) - \log (1 + e^{f(x_i, \beta, W)})\}. \quad (9)$$

The fitness measure is a strictly decreasing transformation of the error function $L(\beta, W)$ given by

$$A(g) = \frac{1}{1 + L(\beta, W)}, \quad \text{where } 0 < A(g) \leq 1. \quad (10)$$

Parametric mutation is accomplished for each coefficient $w_{ji}$ and $\beta_j$ of the model with Gaussian noise

$$w_{ji}(t + 1) = w_{ji}(t) + \xi_1(t), \quad \beta_j(t + 1) = \beta_j(t) + \xi_2(t), \quad (11)$$

where $\xi_k(t) \in N(0, \sigma_k(t))$, $k = 1, 2$, represents a one-dimensional normally distributed random variable with mean 0 and variance $\sigma_k(t)$. Once the mutation is performed, the fitness of each individual is recalculated and the usual simulated annealing (Kirkpatrick et al., 1983) is applied. Thus, if $\Delta A$ is the difference in the fitness function before and after the random step, the criterion is if $\Delta A \geq 0$ the step is accepted, and if $\Delta A < 0$ the step is accepted with a probability $\exp(\Delta A / T(g))$, where the temperature $T(g)$ of an individual $g$ model is given by $T(g) = 1 - A(g)$. $0 \leq T(g) < 1$.

The variance $\sigma_k(t)$ is updated throughout the evolution. There are different methods to update the variance. We use the 1/5 success rule of Rechenberg (1975) that is one of the simplest but effective methods.

There are five different structural mutations that are applied sequentially to each network: node addition, node deletion, connection addition, connection deletion and node fusion; the first four followed the works of Angeline et al. (1994) and in the fifth two randomly selected nodes, $a$ and $b$, are replaced by a new node $c$, which is a combination of the two. The connections that are common to both nodes are kept, with a weight given by

$$\beta_c = \beta_a + \beta_b, \quad w_{jc} = \frac{w_{ja} + w_{jb}}{2}. \quad (12)$$

The connections that are not shared by the nodes are inherited by $c$ with probability 0.5 and their weights remain unchanged.

The number of hidden nodes added is calculated as $\Delta_{\text{MIL}} - n_u T(g) [\Delta_{\text{MAX}} - \Delta_{\text{MIN}}]$, $u$ being a random uniform variable in the interval [0, 1]. $T(g) = 1 - A(g)$ the temperature of the $g$ neural net model, and $\Delta_{\text{MIN}}$ and $\Delta_{\text{MAX}}$ the minimum and maximum number of hidden nodes to be added. However, the connection addition and deletion mutations are performed in a slightly different way. For each mutated neural net, we apply connection mutations sequentially, first adding (or deleting) $1 + u[\Delta_{\text{B}}, \Delta_{\text{H}}]$ connections from the hidden layer to the output layer and then adding (or deleting) $1 + u[\Delta_{\text{H}}]$ connections from the input layer to the hidden layer, $u$ being a random uniform variable in the interval [0, 1]. $\Delta_{\text{B}}$ and $\Delta_{\text{H}}$ a previously defined ratio of the number of connections of both the hidden and the output layers and $n_{\text{B}}$ and $n_{\text{H}}$ the current number of connections in the output and the hidden layers.

Following this proposal, in our present paper we have used the following algorithm parameters: the exponents $w_{ji}$ are randomly initialized in the interval $(-5, 5)$ and the coefficients $\beta_{ji}$ are initialized in $(-5, 5)$. In addition, the maximum number of nodes in the hidden layer is $m = 4$.

The stopping criterion is reached whenever one of the following two conditions is fulfilled: (i) for 20 generations, there is no improvement either in the average performance of the best 20% of the population or in the fitness of the best individual; or (ii) the algorithm achieves 150 generations. We have done a simple linear rescaling of the input variables in the interval [0.1, 0.9], $X_i'$ being the transformed variables. The lower bound is chosen to avoid input values near 0 that could produce very large values of the outputs for negative exponents. The upper bound is chosen to avoid dramatic changes in the outputs of the network when there are weights with large values (especially in the exponents).

Finally, in this first step, the basis functions $B_1(x, \hat{w}_1), B_2(x, \hat{w}_2), \ldots, B_m(x, \hat{w}_m)$ of the best PUNN model obtained by the EA in the last generation (global search) are included in the covariate space of the LR model. We remark that the $\beta = (\beta_1, \ldots, \beta_m)$ parameters in the best PUNN model are not considered because they will be estimated at the same time as the $x = (x_0, x_1, \ldots, x_p)$ parameters (local search) using the maximum likelihood method in the second step.

In the second step, we consider a transformation of the input space adding the nonlinear transformations of the
input variables given by the basis functions obtained by the EA. The model is linear in these new variables together with the initial covariates. The remaining coefficients $\alpha$ and $\beta$ are calculated by the maximum likelihood optimization method using a IRLS algorithm.

In order to select the final model, we use a backward stepwise procedure pruning successively variables sequentially to the model until further prunes do not improve the fit. At each step, we deleted the least significant ($p = 0.05$) covariate to predict the response variable, that is, the one which shows the greatest critical value ($p$-value) in the hypothesis test, where the associated coefficient equal to zero is the hypothesis to be contrasted. The procedure finishes when all tests provide $p$-values smaller than the fixed significance level and the model selected fits well.

3. Influence of non-traditional crops (NTC) in poor rural households

According to Von Braun et al. (1989), Carletto et al. (1999) and Hamilton and Fisher (2003, 2005), the adoption of NTC improved a secure household food supply as a result of generating higher family income by the product commercialisation. In addition, NTC propelled the creation of both direct and indirect employment for activity supporting services, and the multiplicative effect of the generated money may be decisive for rural development and in maintaining the rural population stable. These circumstances made the adoption of NTC convenient for the development strategies.

The study of Immink and Alarcón (1993) in the Guatemalan Highlands showed that the NTC adoption increases household income. However, the authors argued the positive effect of NTC cultivation on the secure food supply of the rural population because the income increase was not associated with better household food intake scores.

Some important reasons for this phenomenon were associated with previous loan interest payments and the need for capital to restructure farms.

This study analyses what covariates (household characteristics) can be considered essential in NTC adoption by mathematically determining their interactions in order to transcend inexact linear approaches.

4. Experimental design

Data used in this study come from the field work carried out in San Marcos and Quetzaltenango departments in the Guatemalan Highlands. In both departments, the PMA-MAGA (2002) classification characterized the majority of the rural households with high poverty rates. Nevertheless, this fact contrasts with some successful experiences in adopting, producing and the commercialisation NTC (Goldín, 2003). Compared to the rest of the departments in the Guatemalan Highlands, San Marcos and Quetzaltenango have got a better access by road but, on the other hand, also run a greater risk of weather disasters, mainly frosts.

Data include 379 observations (surveyed households in 2005) from 8 different villages located in four different municipalities. The selection of the households was made by simple random sampling. Villages with more than 75% urban households were previously rejected. Based on the maps of the selected village, groups of 6 households were identified and numbered. These groups were finally used to randomly select the final sample.

Surveyed households were classified into two classes (Von Braun et al., 1989; Immink and Alarcón, 1993): those that had less than 10% of their cultivated area devoted to NTC ($Y = 1$ for classification purposes. Traditional Households, TH) – 246 in total, 64.91%–the rest being non-traditional households NTH – 133 households, 35.09% ($Y = 0$).

<table>
<thead>
<tr>
<th>Variable and description</th>
<th>Mean or percentage (TH)</th>
<th>NTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>ED: household head education level: (1) none; (2) basic; (3) high school level and (4) higher than high school level</td>
<td>Mean: 1.3</td>
<td>Mean: 1.2</td>
</tr>
<tr>
<td>AG: age of the household head (years)</td>
<td>Mean: 46.1</td>
<td>Mean: 44.1</td>
</tr>
<tr>
<td>SE: household head sex (male or female)</td>
<td>91.7% males</td>
<td>87.8% males</td>
</tr>
<tr>
<td>WH: quotient between the weekly worked hours on the household farm and the number of household members that is devoted to this activity (hours per week/household member)</td>
<td>Mean: 2.1</td>
<td>Mean: 3.1</td>
</tr>
<tr>
<td>CA: farm cultivated area (ha)</td>
<td>Mean: 0.644</td>
<td>Mean: 0.497</td>
</tr>
<tr>
<td>IR: does the household have an irrigation system? (yes or no)</td>
<td>14.2% with irrigation</td>
<td>39.1% with irrigation</td>
</tr>
<tr>
<td>SA: quotient between the total (sum) household salaries and the total number of household members (US $/member)</td>
<td>Mean: 0.9867</td>
<td>Mean: 0.9733</td>
</tr>
<tr>
<td>TR: is the household considered as a traditional one? (yes or no)</td>
<td>85% traditional</td>
<td>69.2% traditional</td>
</tr>
<tr>
<td>RE: does the household receive remittances from abroad in 2004? (yes or no)</td>
<td>23.6% receives</td>
<td>15.8% receives</td>
</tr>
<tr>
<td>FM: family members</td>
<td>Mean: 5.8</td>
<td>Mean: 6.1</td>
</tr>
</tbody>
</table>

*a Household attitude to the corn cultivation. It is a survey-based variable based on the answers ("is a tradition" or "for eating") to the question: Why do you cultivate corn?
For the classification analysis, a 10-fold cross-validation procedure was chosen (Goutte, 1997). Folds, however, were randomly designed based on geographical conglomerates defined for every surveyed village. This structure guaranteed the spatial representativity of the results. The covariates (Table 1) were selected and surveyed according to previous studies like Von Braun et al. (1989) and Immink and Alarcón (1993).

A previous correlation analysis showed significant p-values at 0.05 between AG and WH (0.000), AG and CA (0.005), WH and SA (0.000), WH and FM (0.000) and, finally, CA and FM (0.018). Taking these results into account, strong relationships between covariates were expected and LRPU and LRLPU models were especially adequate to detect them. Correlated variables were included in the analysis because they are not a serious problem when the purpose is prediction (Judge et al., 1982; Torres et al., 2005).

In order to evaluate and compare the accuracy of the proposed classification models, correct classification rate (CCR), partial classification rate (PCR), producer’s accuracy (PA) as well as user’s accuracy (UA) ratios were calculated for both the training and generalization sets (Borghys and Yvinec, 2006). The first one (CCR) can be defined as the percentage of the total correct classified observations to the total number of observations. PCR is equivalent to CCR for each target response (\( Y = 1 \) and \( Y = 0 \)).

PA and UA were calculated for the LRPU and LRLPU best models. The PA is the number of observations correctly classified as a given class to the total number of observations that belongs to this class. It can be interpreted as the probability of a correct classification. UA is calculated as the number of observations correctly classified in a class to the total number of observations that was classified as this class by the algorithm. It is a concept to avoid any probability of false alarms. The best classification method – perfect – is that where both PA and UA parameters are equal to one (Borghys and Yvinec, 2006).

### 5. Results

In the analysis of the generalization sets for the 10-folds, LRPU and LRLPU models showed the best CCR, results, Table 2. Only in two partitions (#4, the worst, and #8), LR partially dominated our proposed models. In 6 of the 10-folds the LRPU model demonstrated that the interactions are more relevant than the linear part of the equation (Table 2) because both LR (linear part) and LRLPU (linear part and interactions) showed worst mean CCR results. The standard deviation of CCR scores for LRPU is a little bit higher than those obtained in LR and LRLPU, so the linear part of the equation tends to stabilise variability on analysing all the partitions. The reason for the higher LR standard deviation is partition #4 where CCR was low compared to the remaining 9-folds.

The best classification model was obtained in partition #7 (Table 3). LRPU and LRLPU models showed, in this

<table>
<thead>
<tr>
<th>Partition</th>
<th>CCR_T</th>
<th>CCR_G</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>LRPU</td>
<td>LRLPU</td>
</tr>
<tr>
<td>Y = 1</td>
<td>86.8</td>
<td>89.1</td>
</tr>
<tr>
<td>Y = 0</td>
<td>50.0</td>
<td>56.7</td>
</tr>
</tbody>
</table>

**Table 2:**

**Table 3:** Rate of the number of cases that were classified correctly for the best (#7) and worst (#4) partitions of a 10-fold cross-validation procedure (based on geographical conglomerates) using logistic regression (LR), full nonlinear LRPU and LRLPU models (results are structured using the following schemata: LR/LRPU/LRLPU).

<table>
<thead>
<tr>
<th>P. Resp.</th>
<th>Training</th>
<th>PCR (%)</th>
<th>Generalization</th>
<th>PCR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y = 1</td>
<td>195/199/196</td>
<td>25/21/24</td>
<td>Y = 1</td>
<td>26/26/26</td>
</tr>
<tr>
<td>Y = 0</td>
<td>70/61/61</td>
<td>51/60/60</td>
<td>Y = 0</td>
<td>6/8/7</td>
</tr>
<tr>
<td>CCR</td>
<td>72.1/76.0/75.1</td>
<td></td>
<td>CCR</td>
<td>84.2/89.5/86.8</td>
</tr>
</tbody>
</table>

**Table 4:**

<table>
<thead>
<tr>
<th>P. Resp.</th>
<th>Training</th>
<th>PCR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y = 1</td>
<td>201/199/200</td>
<td>21/23/22</td>
</tr>
<tr>
<td>Y = 0</td>
<td>63/57/55</td>
<td>56/62/64</td>
</tr>
<tr>
<td>CCR</td>
<td>75.4/76.5/77.4</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5:**

<table>
<thead>
<tr>
<th>Household farms without non-traditional crops (Y = 1) and with non-traditional crops (Y = 0).</th>
</tr>
</thead>
<tbody>
<tr>
<td>a Predicted response.</td>
</tr>
<tr>
<td>b Target response.</td>
</tr>
<tr>
<td>c PCR: partial correct rate (%)</td>
</tr>
</tbody>
</table>
case, their potential on analysing the generalization set. Both the PCR_G (considering $Y = 1$ – TH and $Y = 0$ – NTH) and the CCR_G scores demonstrated their precision, LRPU being the best. The learning capacity of LRPU and LRLPU models is really very important reaching excellent 89.5% and 86.8% CCRG’s for the generalization set (better scores than those obtained in the training set).

Taking the best LRPU model into consideration (partition #7), all the covariates were selected for it except RE* (rescaled RE, Table 1). According to these results, the propensity of a household to cultivate NTC is not influenced by the reception of remittances. The most relevant variable in the interactions calculated (Table 4) is TR* that evaluated the head of the household attitude for facing up the corn cultivation. This variable appears in all the interactions ($B_1$–$B_4$).

The analysis of LRPU best model interactions is quite complicated. Taken into account as a reference, a precarious household where its head has no education level (ED* = 0.1, no studies), is young (AG* = 0.376, 30 years old), is male (SE* = 0.9), who owns a low-medium farm size (CA* = 0.329, 1.4 ha), without an irrigation system (IR* = 0.1), with a traditional point of view about corn cultivation (TR* = 0.9) and, finally, with a low-medium family size (FM* = 0.26, 4-members), the influence of the total household salary per family member (SA*) is always neutral or slightly positive. On the other hand, the influence of the family working hours on the household farm per week and member (WH*) is positive from 4.5 to 9 (the maximum) hours/(week and member) and negative from 0 to 4.5 hour/(week and member). That is, a local minimum is reached. The increase in the educational level

---

Table 4
Best models for LR, LRPU and LRLPU using the seven 10-fold (best fold for CCR_G)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Variables</th>
<th>Constant</th>
<th>ED*</th>
<th>AG*</th>
<th>SE*</th>
<th>WH*</th>
<th>CA*</th>
<th>IR*</th>
<th>SA*</th>
<th>TR*</th>
<th>RE*</th>
<th>FM*</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR [100, 11]</td>
<td>Coefficient</td>
<td>-1.28</td>
<td>-2.97</td>
<td>-2.22</td>
<td>.29</td>
<td>3.86</td>
<td>-4.52</td>
<td>1.64</td>
<td>1.46</td>
<td>.16</td>
<td>-3.3</td>
<td>2.28</td>
</tr>
<tr>
<td>LRPU [90, 23]</td>
<td>Coefficient</td>
<td>-2.31</td>
<td>22.35</td>
<td>-32.94</td>
<td>.58</td>
<td>1.55</td>
<td>.28</td>
<td>10.10</td>
<td>9.80</td>
<td>.10</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>LRLPU [90, 29]</td>
<td>Coefficient</td>
<td>-3.75</td>
<td>.32</td>
<td>2.20</td>
<td>-3.43</td>
<td>1.61</td>
<td>.84</td>
<td>1.35</td>
<td>28.61</td>
<td>.62</td>
<td>1.25</td>
<td></td>
</tr>
</tbody>
</table>

a Standardized variables in the range [0.1, 0.9]. Signed by an * in the text.
b Significant for a coefficient $x = 0.01$.c Significant for a coefficient $x = 0.05$.  

---

Fig. 1. Producer’s accuracy (PA) and user’s accuracy (UA) for the best partition (#7).
(ED*) has a relevant and positive influence on the possibility of our previously designed head of the household of being NTH, SA* remains neutral or, sometimes arguably, slightly positive but now the positive effect of WH starts as of 1.35 hour/week and member).

Following our analysis based on the above-mentioned household head, the number of family members (FM*) is a handicap for being NTH. For example, a 6-member family (37.39% of the household heads that were 30 years old had a family equal or greater than 6-members) slows down the positive effect of the WH* to 2.25 hours/week and member – SA* behaviour remains the same – when ED* was 0.3666 (primary educational level).

Considering again a 4-member family and an educational level of ED*/ = 0.1 (no studies), an increase on the household cultivated area is really very positive in transforming a TH into a NTH. An increase in the educational level always promotes the tendency to be NTH, but SA* still has no significant effect.

The learning capacity of LRPU (the best) and LRLPU as well as LR is demonstrated by calculating both the PA and the UA. In the best partition (#7), PA and UA scores were greater for the generalization set than that for the training one, so the models obtained generalized quite well. LRPU again showed the best PA and UA ratios and they sometimes reached excellent values over 0.8. Fig. 1 (In the generalization set PA (Y = 1) and UA (Y = 0) were coincident). PA for Y = 0 (NTH) in the generalization set discriminates LRPU from LR and LRLPU confirming the evidence: the LRPU model dominates and, for our decisional framework, interactions are more relevant than individual covariates.

6. Conclusions

In this paper, we have proposed to use new improvements for the classic LR classification models based on logistic regression and product-units in a complex environment where interactions between covariates are necessary and welcome: logistic regression by the product-unit model (LRPU) and logistic regression by the product-units and initial covariates model (LRLPU). As happens in the nature, the interpretability of these interactions is complicated because they have more relevance than individual covariates. In order to make it easier, specific scenarios (fixing some covariate values) can be designed to evaluate the effect of the remaining ones.

LRPU, the best, and LRLPU models have demonstrated their adequacy, adaptability and interpretability in analysing dichotomous classification problems in a very complex environment, like in the Guatemalan Highlands. The analysis of the relationships between variables that describe the socio-productive structure of poor rural households cannot be based on the basic linear models but on those that understand complex interactions. As expected, variables with positive effects can only be considered really positive in specific zones of their range (local optimums). Due to this, it can be difficult to give conclusive statements, but we can approximate useful conclusions for designing rural development programs that should take into consideration complex, but now predictable, relationships between variables.
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