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A Novel Evolutionary Data Mining Algorithm
With Applications to Churn Prediction

Wai-Ho Au, Keith C. C. Chan, and Xin Yad-ellow, IEEE

Abstract—Classification is an important topic in data mining rules that can allow records with unknown class membership to
research. Given a set of data records, each of which belongs tope correctly classified. Many algorithms have been developed

one of a number of predefined classes, the classification problem is y, ,ine |arge data sets for classification models and they have
concerned with the discovery of classification rules that can allow

records with unknown class membership to be correctly classified. P€€n shown to be very effective [3], [16], [17], [30], [36]-[38].
Many algorithms have been developed to mine large data sets for However, when it comes to determining the likelihood of each
classification models and they have been shown to be very effective.classification made, many of them are not designed with such
However, when it comes to determining the likelihood of each clas- purpose in mind.

sification made, many of them are not designed with such purpose . . . .

in mind. For this, they are not readily applicable to such problem Existing data mining algorithms such as decision tree based
as churn prediction. For such an application, the goal is not only algorithms (e.g., BOAT [16], C4.5 [36], PUBLIC [37], Rain-

to predict whether or not a subscriber would switch from one car-  Forest [17], SLIQ [30], SPRINT [38]) can be used to uncover
rier to another, it is also important that the likelihood of the sub- classification rules for classifying records with unknown class
scriber’s doing so be predicted. The reason for this is that a car- . . .

rier can then choose to provide special personalized offer and ser- Membership. Nevertheless, when decision tree based algorithms
vices to those subscribers who are predicted with higher likelihood are extended to determine the probabilities associated with such
to churn. Given its importance, we propose a new data mining al- classifications (see, e.g., [34]), it is possible that some leaves in
gorithm, called data mining by evolutionary learning (DMEL), t0 5 decision tree have similar class probabilities.

handle classification problems of which the accuracy of each pre- . . . L
dictions made has to be estimated. In performing its tasks, DMEL Unlike decision tree based algorithms, other classification

searches through the possible rule space using an evolutionary ap-t€chniques such as logit regression and neural networks [3]
proach that has the following characteristics: 1) the evolutionary can determine a probability for a prediction with its likelihood.
process begins with the generation of an initial set of first-order However, comparing with decision tree based algorithms, these

rules (i.e., rules with one conjunct/condition) using a probabilistic lgorithms do not exblicitly exor the uncovered patterns in
induction technique and based on these rules, rules of higher order algo S do not explicitly express the uncovered patierns in a

(two or more conjuncts) are obtained iteratively; 2) when iden- Symbolic, easily understandable form (e.g., if-then rules).
tifying interesting rules, an objective interestingness measure is  Owing to the limitations of these existing techniques, we

Used; 3) the fitness of a chromosome is defined in terms of the propose a new algonthm, Ca”ed data m|n|ng by evoluuonary

probability that the attribute values of a record can be correctly . . e ;
determined using the rules it encodes; and 4) the likelihood of pre- learning (DMEL), to mine classification rules in databases.

dictions (or classifications) made are estimated so that subscribers The DMEL algorithm has the following characteristics. First,
can be ranked according to their likelihood to churn. Experiments instead of random generation, the initial population, which
with different data sets showed that DMEL is able to effectively consists of a set of first-order ruléss generated nonrandomly
dlscqver interesting classmcatlo_n rules. In particular, it is able_ to using a probabilistic induction technique. Based on these
predict churn accurately under different churn rates when applied . - . . .
to real telecom subscriber data. rules, rules of higher orders are then obtained iteratively with
the initial population at the start of each iteration obtained
based on the lower order rules discovered in the previous
iteration. Second, when identifying interesting rules, DMEL
uses an objective interestingness measure that does not require
. INTRODUCTION subjective input from the users. Third, in evaluating the fitness

LASSIFICATION is an important topic in data mining Of @ chromosome, DMEL uses a function, which is defined in

research. Given a set of data records, each of which ietms of the probability that the attribute values of a tuple can
longs to one of a number of predefined classes, the classifié& correctly determined using the rules it encodes. Fourth, the
tion problem is concerned with the discovery of classificatiolikelihood of predictions (or classifications) made is estimated.
Fifth, DMEL is able to handle missing values in an effective
manner.
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scribers who switch from one carrier to another. Since competi- Il. RELATED WORK
tion in the telecommunications industry is very fierce, many car-
riers consider reducing churn as an important business vent
to maintain profitability. Churn costs carriers a large amount
money annually in North America and Europe [28]. A smalll re;)
duction in annual churn rate can result in a substantial increas
in the valuation and the shareholder value of a carrier [28]. C 3
sequently, analyzing and controlling churn is critical for carrie

to improve their revenues.

Among the different approaches for building predictive
dels in data mining, decision-tree based algorithms are
e most popular (e.g., [16], [17], [30], [36]-[38]). These
%orithms usually consist of two phases: a tree-building and
ree-pruning phase (e.g., BOAT [16], C4.5 [36], RainForest
7], SLIQ [30], SPRINT [38]).

Assume that the records in a database are characterized by

To reduce churn rate, a carrier gives us a database of 100 o] BtmbUtes’Al’ <oy Ay, An, and thatd; is the attribute

subscribers. Among these subscribers, some of them had"&1°oS€ values are to be predicted. In the tree-building phase,

ready switched to another carrier. The task assigned to usai_geCISIOn tree is constructed by recursively partitioning the

to mine the database to uncover patterns that relate the defi@ning set according to the values4f,j = 1,...,n,j # i.

graphics and behaviors of subscribers with churning so that fl]—tjjls partmomn_g Process qc_)ntmues until all, or th_e majority,
ther loss of subscribers can be prevented as much as possfﬁfléhe records in each partition have the same attribute values,
kE=1,..., m;, Wherea;;,, € dom(A4;) and|dom(A4;)| =

Efforts are then made to retain subscribers that are identifiedté> " P ; e X
have a high probability of switching to other carriers. m,;. Since the resulting decision tree may contain branches that

Since the customer services centers of the carrier only hava'§ created due to noises in the data, some of the branches may
fixed number of staff available to contact a small fraction of aff€d to be removed. The tree-pruning phase, therefore, consists

subscribers, it is important for it to distinguish subscribers witf S€lecting and removing the subtrees that have the largest es-
high probability of churning from those with low probability SOtlmat.eo! error rate. Tree pruning has been shown to increase the
that, given the limited resources, the high probability churneP&ediction accuracy of a decision tree on one hand and reduce
can be contacted first. the complexity of the tree on the other. Of the many decision
For such an application, the goal is not only to predict whethBfe based algorithms that have been used in data mining, C4.5
or not a subscriber would switch from one carrier to another,if by far the most popular [36].
is also important that the likelihood of the subscriber’s doing so Other than the use of decision tree based algorithms,
be predicted. Otherwise, it can be difficult for the carrier to tak€chniques based on genetic algorithms (GAs) have also
advantage of the discovery because the carrier does not ha@en proposed for predictive modeling. There are currently
enough resources to contact all or a large fraction of the s different GA-based approaches for rule discovery: the
scribers. Although logit regression and neural networks can ddichigan approach and the Pittsburgh approach. The Michigan
termine a probability for a prediction with its likelihood, theyapproach, exemplified by Holland’s classifier system [21],
do not explicitly express the uncovered patterns in a symboll€presents a rule set by the entire population whereas the
easily understandable form. It is for this reason that the cdtittsburgh approach, exemplified by Smith’s LS-1 system [39],
rier did not consider these approaches as the best for their tegfiresents a rule set by an individual chromosome. Although
concerned as they could not verify and interpret the uncoveréé@ Michigan approach is able to deal with multiclass problems,
churning patterns. one of the major difficulties in using it is the problem in credit
Unlike existing techniques, DMEL is able to mine rulesissignment, which gives the activated classifiers a reward if
representing the churning patterns and to predict whetheth& classification they produced is correct and gives them a
subscriber is likely to churn in the near future. Experimentalunishment, otherwise. Specifically, it is extremely hard to
results show that it is able to discover the regularities hiddeome up with a good credit assignment scheme that works.
in the database and to predict the probability that a subscribeiThe algorithms based on the Pittsburgh approach (e.g., [10],
churns under different churn rates. In addition, since some E3], [39]) represent an entire rule set as a chromosome, main-
tributes in the subscriber database contains significant amotaih a population of candidate rule sets, and use selection and
of missing values, the ability of DMEL to handle missinggenetic operators to produce new generation of chromosomes
values effectively is important to the success of DMEL in churand, hence, new rule sets. Each chromosome competes with one
prediction. another in terms of classification accuracy on the application
In the following section, we review related work in datalomain. Individuals are selected for reproduction usmgette
mining and evolutionary computation literature for buildingvheel selectioand a whole new population is generated based
predictive models. In particular, we explain how they can hancrossovelandmutation The selected chromosomes produce
used in churn prediction. In Section Ill, we provide the detailsffspring using an extended version of the standaratpoint
of DMEL and explain how it can be used to discover interestintfossovemperator such that the crossover points can occur ei-
rules hidden in databases. To evaluate the performancettwdr both on rule boundaries or within rules [10], [39]. That is, if
DMEL, we applied it to several real-world databases. Thane parent is being cut on a rule boundary, then the other parent
experimental results are given in Section IV. The details afust be cut on a rule boundary as well; similarly, if one parent
the subscriber database provided by a carrier in Malaysia dadbeing cut at a point, say, 5 bits to the right of a rule boundary,
the experimental results using this database to test if DMEhen the other parent must be cut in a similar spot [10], [39]. The
is effective for churn prediction are then given in Section \nutation operator is identical to the classical one, which per-
Finally, in Section VI, we give a summary of the paper. forms bit-level mutations. The fitness of each individual rule set
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is computed by testing the rule set on the current set of training &1 < {1st-order rules obtained by probabilistic induction};

«—2;
examples [10], [39]. i . . while R,_, # @ do
The Pittsburgh approach was originally designed for single- begin
class learning problems and, hence, only the antecedent of a 0
rule was encoded into an allele of a chromosome [10], [23], population|t] < initialize(R;_);
[39]. An instance that matches one or more rules is classified fitness(population(t]);
as a positive example of the concept (class) and an instance ~ While not terminate(population|t]) do

that fails to match any rule is classified as a negative example begin

[10], [23], [39]. To tackle multiclass problems, they could be ;;;l;ilo’n[,] « reproduce(population(i — 1]);
extended by introducing multiple populations so that a specific fitness(population|1]);
population is dedicated to learn each concept. It is possible end
that an instance is matched by more than one rule of different R « decode(the fittest individual in population]t]);
concepts on one hand and it is also possible that an instance /< /+ L
is matched by none of any rule of any concept on the other. e , )
Unfortunately, this problem has not been addressed in many of Rules %L,JR’ ’
the systems based on the Pittsburgh approach (e.g., [10], [23],
[39]). Fig. 1. DMEL algorithm.
Recently, the use of GAs for rule discovery in the application
of data mining has been studied in [9], [12], [15], [26]. These IIl. DMEL FOR DATA MINING

algorithms are based on the Michigan approach in a way that ) i
each rule is encoded in a chromosome and the rule set is reprel® Perform searches more effectively in a huge rule set
sented by the entire population. Unlike classifier systems (e.gPaCc€: We propose to use an evolutionary algorithm called
[19], [21], [29]), they 1) have modified the individual encodind? IEL- USing an evolutionary learning approach, DMEL is

method to use nonbinary representation; 2) do not encode able .Of mining rules in large d_atabases wrghoyt any negd for
consequents of rules into the individuals; 3) use extended VgF_er—deflned thresholds or mapping of quantitative into binary

sion of crossover and mutation operators suitable to their rep {ributes. However, DMEL. requires quantitative attributes to
L . e transformed to categorical attributes through the use of a
sentations; 4) do not allow rules to be invoked as a result of t

5] o . i
invocation of other rules; and 5) define fithess functions in termslscretlzatmn algorithm, as will be seen later.
of some measures of classification performance (ecyer[9],

Se::SiIstI\i/:r?a;r?;r?tegﬂggigltzh]’atetﬁgée algorithms [9], [12], [15 herefore, a first-order rule. If a rule’s antecedent contains two
P 9 ’ ’ onditions, it is a second-order rule. If there are three conditions

were developed to discover rules for a single class only. thennthe antecedent of a rule, it is a third-order rule, and so on.

they are used to deal with multiclass problems, the GAs are '"BRMEL discovers rules by an iterative process. It begins with

once for eac_:h class. _Specmc_ally, they would search rules Pifie generation of a set of first-order rules using a probabilistic
dicting the first class in the first run; they would search rulegy otion technique. Based on these rules, it then discovers a
predicting the second class in the second run and so on. SR 4t second-order rules in the next iteration and based on the
ilar to the Pittsburgh approach, it is possible that an instancegig: nd.order rules, it discovers third-order rules, etc. In other
matched by more than one rule predicting different classes @B qs i we refer to the initial set of first-order rules As, the
one hand and itis also possible that an instance is maicheqd it in g, are then used to generate a set of second-order rules,
none of any rule predicting any class on.the other. This probleg%. R, is then used to generate a set of third-order ritgs
has not been addressed by these algorithms. and so on for 4th and higher order rules. In general, atithe (
Although GA-based rule discovery approaches can produpg jteration, DMEL begins an evolutionary learning process by
accurate predictive models, they cannot determine the likeanerating an initial population of individuals (each represents
hood associated with their predictions. This prevents these teghset ofith order rules) by randomly combining the rules in
niques from being applicable to the task of predicting churg, , to form a set of rules of ordér Once started, the iterative
which requires the ranking of subscribers according to their likRsarning process goes on uninterrupted until no more interesting
lihood to churn. rules in the current population can be identified. The DMEL
A related work on churn prediction in a database of 46 744gorithm is given in Fig. 1.
subscribers has been presented in [32]. The performances ofhe decodefunction in Fig. 1 is to extract all the interesting
logit regression, C5.0 (a commercial software product basgfles encoded in a chromosome and store theR) iiif an allele
on C4.5), and nonlinear neural networks with a single hidde the chromosome is found interesting based on the objective
layer and weight decay [3] are evaluated empirically. The emieasure defined in Section 11-B, tlttecodefunction will ex-
perimental results in [32] showed that neural networks outperact the rules it encodes. The rule set returned bydéende
formed logit regression and C5.0 for churn prediction. function, therefore, contains interesting rules only. When none
An empirical comparison of DMEL with neural networksof the rules encoded in the individual is found interesting, the
and C4.5 on the subscriber database provided by the carriedatodefunction will return a null set and, henc&; will be-
Malaysia will be given in Section V. come a null set.

In this paper, the order of the rule is related to the number of
conditions in the antecedent of a rule. A one-condition rule is,
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independent of whether it hag,, the number of tuples that are

A =ay Ay =ay | ... A=a o
Lk 20 Tk Tk expected to have both, anda;, is given by
] ) m; mj
Fig. 2. An allele representing dth order rule. Z county, 4. E county, 4.
wpIq wpIq
p=1 q=1
eaipajq = M (1)

A. Encoding Rules in the Chromosomes _

_ where M = Y77, 7Y, count,,,q,, . The independency of
For the evolutionary process, DMEL encodes a complete Set 5 4 . can be evaluated objectively by the chi-square test as
of rules in a single chromosome in such a way that each gegfows. if the statistic

encodes a single rule. Specifically, given the followitigorder

rule, for example: s A (county, oo = €aa;,)?
' Xr=>> )
p=1q=1 eazpajq
Ar = argy, N Az = agp, Ao ANAp = ag, = Ap = apg[d)] is greater than the critical chi-squa@,a, whered = (m; —

1)(m; — 1) is the degree of freedom and (usually taken to

wherew, given by (14) later, is an uncertainty measure asso&‘—:" 0.05 or 0.01) is the significance level, then we can con-

ated with it, this rule is encoded in DMEL by the allele given iﬁIUde’ W'.th.a confidence level df - a, thatAi is dependent
Fig. 2. on A;. Itis important to note that the chi-square test only tells

.us whether an attributé ; is helpful in determining another at-

It should be noted that the consequent and the uncertai : . . .
L i ltlteAi. However, it does not provide us with much informa-
measure are not encoded. This is because the consequent IS

P about whether a tuple havi dom(A4;) would have
and in fact, should not be determined by chance. In DMEI(_I,l € dom(A;) at the S:Eme timemgq € dom(4;)
both the consequent and the uncertainty measure are determm’%ﬂstead ofzusing the chi—squa.re test, we propose to use the

when thg fitness of a chromosome is computed. Given this reBsidual analysig6], [7] to determine whether;,, is dependent
resentation scheme, the number of genes in the chromosomg,t,sajq_ We consider the association betwegpanda,, inter-
therefore, the same as the number of rules in the rule set.  ggting if the probability of finding., in a tuple given that,, is

in the same tuple is significantly different from the probability
B. Generating First-Order Rules of finding a;, in the tuple alone. In other words, therefore, there

DMEL begins the evolutionary process by the generation SF'StS an interesting association betwegnanda, if

a set of first-order rules. When compared with randomly 9engPr(A; = a;y|A; = aj,)

ated initial population, it has been shown that heuristically-gen- no. of tuples with4; = a;, and 4; = a;,
erated initial populations can improve convergence speed and = no. of tuples withA; = a,, ®)
find better solutions [20], [22], [24], [41]. Based on these find- = )

ings, DMEL first discovers a set of first-order rules and places'® Significantly differenfrom

in the initial population. Furthermore, the initial first-order rules A ) = no. of tuples with4; = a;;,
are generated very rapidly. The time it takes to generate the ini- Pr(4; = aip) = M ‘ )

tial population that contains the first-order rules is negligible, 14 decide if the difference is significant, tadjusted residual
when compared with the time it takes for the best set of rules[@]l [7] is used

be evolved. .
The generation of first-order rules can be accomplished by dasya;, = ——22t (5)
using the interestingness measure given by (5) and the weight VTaipai

of evidence measure given by (14) later. To do so, a probabilisiigere,, .. is thestandardized residuaind is defined as [6],
induction technique called APACS [6], [7] is used. Among alf7]

possible attribute value pairs, APACS is able to identify those

that have some kind of association relationship even if a data- Zaiai, = counta,ya;, = Caipasy (6)

base is noisy and contains many missing values. The details of o V€aipasq

APACS are given as follows. andya,,4,, is themaximum-likelihood estimafé], [7] of the
Let A = {4,,...,A,} be a set ofn attributes that \;5rjance Ofza, a,, and is given by

characterize the tuples in a database anddtet(4;) =

{ai1,...,a;m,} denote the domain of an attributg € A. In "ZL county. . % county. .

the case the domain is continuous, its values is mappedinto | e = e

different categories by a discretization technique proposed Tiresa M M

[8]. This technique is used since it has been shown to be able to

minimize information lost as a result of the transformation. (7
Letcount,, .,, be the number of tuples having both attribute The measure defined by (5) can be considered an objective

valuesA; = a;, and A; = aj,, Wherea;, € dom(4;), interestingness measure as itdoes notdepend on a user’s subjec-
ajq € dom(A;), andi # j. If we assume that a tuple hag, is tive input. Sincel,, ., has a standard normal distribution [1],



536 IEEE TRANSACTIONS ON EVOLUTIONARY COMPUTATION, VOL. 7, NO. 6, DECEMBER 2003

if |da;,a;,| > 1.96 (i.e., the 95th percentiles of the normal distriprobability distribution of the estimated posterior probability
bution), we can conclude that the difference betwBefd; = are both Gaussian, the shrinkage factor is defined as
aip|A; = ajq) andPr(A4; = a;p) is significant and that the as-
sociation between;, anda;, is interesting. B— o’ (11)
Inaddition, ifd,,,.,, > +1.96, thena;, impliesa;,. In other 0%+ ai
words, whenevet ;, is found in a tuple, the probability that,
is also found in the same tuple is expected to be significantyherec? ando? = are the variance of the entire database and
higher than when, is not found. In such a case, we say thahat of attributeA;, respectively.
aj, is positivelyassociated withu;,. Conversely, ifd,, ,, < In order to calculater? and 0'1241 in (11), Gini's definition
—1.96, whenever , is found, the probability that;, is also of variance for categorical data [27] is used. The variance of
found in the same tuple is expected to be significantly loweitributeA;, o7 , is given by
than whena;, is not found. In such a case, we say thaf is
negativelyassociated witfa;,,. ) 1 i
Given thats;, anda;, are positively or negatively associated, oA =5 |1~ Z Pr(4; = aip)

a measure of the strength of the association can be defined. In p=1
[6], [?]’ such a measure 1S proposeq and- Itis .calledwmght .and the variance of the entire databases calculated by
of evidenceneasure. This measure is defined in terms of an in-
formation theoretic concept known as mutual information. Mu- n m;

(72—l <1—ZZPr(A-—a4 )) (13)

- 2 1 — Uap .

12)

tual information measures the change of uncertainty about the

presence ofi;;, in a tuple given that it has;,. It is defined as i=1 p=1
follows:
The weight of evidence defined in (9) can then be modified
Pr(A; = a;p|4; = a;
I(A, = Qip Aj = ajq) = IOg I‘( a p| J {l]q). (8) as
PI‘(AZ = aip) I; A A
B, = log LM = Gl = i) gy
Based on the mutual information measure, the weight of evi- Pr(A4; = ajq|Ai # aip)

dence measure is defined as [6], [7] ) R ) . . .
Given,, .,, and given that;, is associated with;,, we

can form the first-order ruled; = a;, = A; = aip[ta;,a;,]-
Waiyasy = T(Ai = aip 2 Aj = ajo) = I(Ai # aip : Aj = aj) By the use of the interestijngnejsqs measure g[iven by] (5) and
—log Pr(4; = ajq|Ai = ail’). (9) the weight of evidence measure given by (14), a set of inter-
Pr(A; = ajq|Ai # aip) esting first-order rules can be discovered. Once these rules are
discovered, DMEL will begin an iterative process of initializa-
Wa,,a,, CaN be interpreted intuitively as a measure of the diffefinn of population, evaluation of fitness of individuals, selec-

ence in the gain in information When a tup|e that iS Chal’aCteriZﬁgn’ reproduction’ and termination, etc_' SO as to discover h|gher
by the presence of;, is also characterized hy;, as opposed grder rules.

to being characterized by other values, .., is positive ifa,
is positively associated with;,, whereas it is negative if;, iS¢ |nitialization of Populations
negatively associated with,,.

When the number of tuples characterized by befh and
aqp i sufficiently large, we can simply use the sample posteri
probability of a;, givenaj,, Pr(4; = aip|4; = ajq), as the
population posterior probability. However, under skewed cla
distributions, the number of tuples haviag, anda;, can be
very small and this can prohibit the use of the sample posterf8r - . ! .
probability as the population posterior probability. To obtain t %SSO_C"’?‘“O” betweery.. andai;,_, are interesting. Based on this
population posterior probability, we propose to use an empirig?ﬁur'suc’ DMEL. generates different sets/di .order rule_s by
Bayes method, which takes both the sample posterior and {ﬁgd.omly.compmmg thel 1.)th order ' u_I(_as_dlsc_:overed in the
sample prior probabilities into consideration [4]. The empiriceﬂre"'ous iteration. The details of the initialization process are

Bayes estimation of the posterior probabilit ivena,, is given in_th_ein_itialize fu_nction in Fig. 3.
def}i/ned as P P yeof 9 tia The initialize function takes as argumentR;_;. The

chromg;.allele; in Fig. 3 denotes thgth allele of theith
. chromosome. Theand;(R) function returns aiith order allele
Pr(A; = aip|4; = ajq) = B x Pr(di = aip|4; = ajq) constructed by randon(ﬂy)combinirigelements inR. For our
+(1— B) x Pr(4; = a;;) (10) experimentspopsizewas set to 30 and the number of alleles in
each chromosome was setitalleles = |R;_1|, where|R;_1 |
whereB is theshrinkage factarwhich weighs the importance denotes the number of rulesR)_;. We setwalleles = |R;_1 |
of the posterior and the prior probabilities. Assuming the probbecause each allele represents the antecedent of a rule and the
ability distribution of the records having;, anda;, and the chromosome is used to encofg ;.

Since a good initial population may improve the speed of the
Syolutionary process and make it easier for an optimal solu-
tion to be found, DMEL does not generate its initial popula-
ggns completely randomly. Instead, it makes use of a heuristic
inwhich the association betweef, Aas anda;, is more likely
be interesting if the association betwegp anda;, and the
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population initialize(R; - 1)
begin
R « {all conjuncts in the antecedent of all ¥ € R;_1}; ‘
i« 1;
while i < popsize do
begin
je1;
while j < nalleles do
begin @
chromy.allele; <— rand(R);
je—j+1; ‘
end
i—i+1;
end A =a, Ay =ay, ‘
return Uchrom,. ;
i (b)
Fig. 5. An example of therossoverl operator (the thick borders indicate the
rule boundaries). (a) Before crossover. (b) After crossover.

A =ay, ‘ ‘ A, =ay, ‘ ‘ A=a, ‘ Ay =ay, ‘ ’ Ay =ay, ‘ ‘ Ay =ay, ‘

A =ay Ay =ay, Ay =ay A =ay Ay =ay, A, =ay

A=a, ‘ ‘ A, =ay, ‘ A, =ay, A =ayp ‘ A =ay,

‘ Ay =ay, ‘

A =ay, ‘ Ay =ay

Ay=ay, A, =ay,

end

Fig. 3. Theinitialize function.

population reproduce(population|t — 1])
begin ‘ A =ay, ‘ ‘ A, =ay, ‘ ‘ A =ay, ‘ Ay =ay, ‘ ‘ A =ay ‘ ‘ Ay =ay, ‘
chromy < select(population|t — 1]);
chromy « select(population|t — 1]);
nchromy, nchromy < crossover(chrom,, chrom,);
mutation(nchrom,);
mutation(nchronn);
population « steady-state(population|t — 11, nchromy, nchromy);
return population; @)

end
A=ay, Ay =ay A, =ay, A =ay Ay =ay, Ay =ay,

Fig. 4. Thereproducefunction.

A =a, Ay =ay, A, =ay, A =ay; Ay =asy, A, =ay,

D. Genetic OperatOI’S A =ay, ‘ A, =ay ‘ A =ay, ‘ Ay =ay ‘ ‘ Ay =ay A, =ay,

The genetic operators used by DMEL are imple- (b)
mented in therepmduce func“_on shown in Fig. 4. The Fig. 6. Anexample of therossovei2 operator (the thick borders indicate the
select(population[t — 1]) function uses theoulette wheel rule boundaries). (a) Before crossover. (b) After crossover.
selectiorscheme [13], [18], [31] to select two different chromo-
somesg¢hrom; andchroms, with respect to their fitness values
from the current population, i.epppulation[t — 1]. These two
chromosomes are then passed as arguments tordlssover

TABLE |
DIFFERENT SETUPS OFCROSSOVERPROBABILITIES p1 AND po

function. Thecrossover(chroms,chroms) function uses the Beginning of evolution End of evolution
. . . . 7 2 2 2
two-point crossoveoperator begause it allows the_comblnatlm DMEL- b e b i
of schemata, which is not possible with the classical, one-po_DMEL-2 075 025 075 0.25
; H H - DMEL-3 0.25 0.75 0.25 0.75
crossover [31]. DMEL uses two different strategies in choosir5y= 055 075 055 055

the crossover points, namelgrossoverl and crossove+2.
The crossoverl operator allows the crossover points to occur

between two rules only, whereas tlmeossover2 operator mance of DMEL under different setups will further be discussed
allows the crossover points to occur within one rule only. Aim Section V.

example of therossoverl operator and that of therossover2 The mutation(nchromy) function, which is different from
operator are graphically depicted in Figs. 5 and 6, respectivelle traditional mutation operator [13], [18], [31], takes a chro-

In DMEL, the crossover probability for therossoverl oper- mosome as argument. Its details are given in Fig. 7 rdhdom
ator and that for therossoves2 operator are denoted pasand function returns a real number between 0 and 1 @mdtation
p2, respectively. For our experimentation, four different setum®ntains the mutation rate and is a constant. Adelom(1,1)
are used and they are summarized in Table I. function returns an integer between 1 ahdrhe nchrom -

The first three setups, DMEL-1, DMEL-2, and DMEL-3 usezllele; - rule;, denotes théth rule in thejth allele of chromo-
constant values gf; andp-, whereas the last setup, DMEL-4,somenchrom The hill — climb(R) function replaces théth
uses adaptive values pf andp,. In DMEL-4, p; is increased rule with each element ik and evaluates the chromosome’s
by 0.05 andp, is decreased by 0.05 whenever the terminditness value. It returns the one producing the greatest fitness.
tion criteria specified in Section IlI-F are satisfied. The evolunstead of replacing a rule with an elementRnrandomly, the
tionary process ends when andp, reach 0.75 and 0.25, re-use of thehill-climb function allows DMEL to search for im-
spectively, and the termination criteria are satisfied. The perf@rovements even when premature convergence occurs [13].
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g‘“l‘fﬁi""(”mmm) Based on (15)4; can be assigned the valug, if
egin
gﬂ(e {all conjuncts in the antecedent of all r € R;_1};
je 1 ’waipZwam,h:1,2,...,m,’iandh7$p (16)
while j < nalleles do
begin
if random < pmutation then wherem!, (< m;) denotes the number of different values&f
begin that are implied by the matched rules.
k = random(1, 1); If a;, = v;, the prediction is correct and we can update an
nchrom.allelej.ruley < hill-climb(R); accuracy count associated with the chromosome whose fitness
‘?“d i is being evaluated. This accuracy count can be incremented by
end’ itk one whenever a prediction is accurately made. By putting each
end of the NV tuples in the database to the same test above, we define
the fithess measure of each chromosome to be: (value of the
Fig. 7. Themutationfunction. accuracy county-N.

Thesteady — state(population[t—1], nchromy, nchroms) F. Criteria for Termination

funcnon_ n repmduce. produces  a new population, -, terminate(population[t]) function in Fig. 1 imple-
p‘)puzatwn.[t]’ by removing thg two leaStff't chromosome%ems the following termination criteria: 1) terminate when
in population[t — 1] and replacing them witvchrom, and yo poot and worst performing chromosomepimulationt]
nchroms, while keeping the rest of the other chromosomege by less than 0.1% because in this case, the whole
Intact. population becomes very similar and it is not likely to achieve
any improvement in the future generations; 2) terminate when
) ] the total number of generations specified by the user is reached;
To determine the fitness of a chromosome that encodeg @y 3) terminate when no more interesting rules in the current
set ofth order rules, DMEL uses a performance measure dgspyjation can be identified because it is unlikely to find any

fined in terms of the probability that the value of an at”ibUtﬁ\terestinglth order rules if no { — 1)th order rule is found
of a tuple can be correctly predicted based on the rulds in interesting.

RyU---UR;_1U (rules encoded in the chromosome being evalu-
ated). The use of this fithess measure is to allow DMEL to max-
imize the number of records that DMEL can correctly predict.
How exactly such fitness value can be determined is given in theTo evaluate the performance of DMEL in different data

E. Selection and the Fitness Function

IV. EXPERIMENTAL RESULTS ONDIFFERENT DATASETS

following. mining tasks, we applied it to several real-world databases.
An attribute, sayA; of a tupleo characterized byl; = v;, For each trial in each experiment, each of these databases
A; = wv,...,A, = v, is randomly selected and thewas divided into two datasets with records in each of them

value v; deleted fromo. The rules contained i are then randomly selected. The mining of rules was performed on one

used to see if the value aofi; can be correctly predicted of the datasets (i.e., the training dataset). The other dataset
based omy, ..., v;i_1,vi41,.-..,v,. Assume that a rule which was reserved for testing (i.e., the testing dataset). For each of

predictsA; = a;, € dom(4;) is matched, this rule can bethese testing datasets, the values of one of the attributes were
considered as providing some evidence for or agaitisto deleted. We refer to this attribute as the class attribute in the

have the values;, and the strength of the evidence is givefiest of this section. The rules discovered by mining the training
by the weight of evidence associated with it. By matchingataset were used to predict the class attribute values in the
U1y ..., Vie1,Vig1, - - -, Un @gainst the rules ik, the value that testing dataset. The predicted values are then compared against
A; should take on can be determined based on a total weighti¢ original values to see if they are the same. If it is the case,
evidence measure [6], [7], which we describe as follows. ~ the accuracy count is incremented correspondingly. Based

Suppose that, of the — 1 attribute values that characterize ©On this accuracy count, the percentage accuracy for each of
some combinations of themy, ..., ju, - . ., fik, . - . , un, where  DMEL, C4.5 [36], a well-known decision-tree classifier, SCS
pe = {v;lj € sands C{1,...,n} = {i}},k=1,...,n,mn [18], a Michigan-style classifier system, and GABL [10], a
wi = 0,1 # k, match a number of rules that preditt to have Pittsburgh-style concept learner was computed. The accuracy,
(or not to have) a value;,, then the total weight of evidenceaveraged over a total of ten trials for each experiment, were

measure for or against; to take on the value;, is given by recorded and compared and they are given in Table II.
[6], [7] Since GABL was originally developed to solve “single-class

(or concept)” problems, multiple populations had to be used in
our experiments so that each of them could be dedicated to the
learning of relationship between a single value in a multiple-
valued attribute and other attribute values in a database. In our
It is important to note that there may be no rulefnfor experiments, when a test record is matched by none of any rule
predicting the valued; = a;, and, hencew,,, = 0. In this of any class, we assigned the record to the most common or the
case, we do not have any evidence on hand to determine whethajority class in the training dataset; on the other hand, when a
A; = a;p Or not. test record is matched by more than one rule of different classes,

Wa;, = uA)a,ipu . (15)
j=1
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TABLE 1
PERCENTAGEACCURACY OF THEFOUR DIFFERENT APPROACHES
Percentage Accuracy
(Standard Deviation)
Database No. of Records Class DMEL C4.5 SCS GABL
Attribute
z00 101 Type 100.0% | 90.9% | 27.3% | 28.2%
(0.0%) | (8.4%) | (10.3%) | (2.9%)
DNA 3,190 Splice 954% | 929% | 23.2% | 53.7%
(0.6%) | (0.8%) | (15.1%) | (0.0%)
credit card 690 Success 95.6% 82.6% | 58.9% | 58.9%
(4.0%) | (43%) | (92%) | (0.0%)
diabetes 768 Test-result 79.8% 73.8% | 613% | 61.3%
1.7%) | 2.6%) | (7.3%) | (0.0%)
satellite image 6,435 Soil 85.5% | 852% | 199% | 23.1%
(0.8%) | (0.5%) | (5.6%) | (0.0%)
social 48,843 Salary 85.7% 85.4% | 23.6% | 75.8%
02%) | (0.3%) | (17.2%) | (0.0%)
PBX 3,009 Calling- 99.9% 94.6% | 59.6% | 94.2%
party- 02%) | (52%) | (26.4%) | (0.2%)
identification

we assigned the record to the majority class that matched e DNA Database

record. Each record in th®NA database [33] consists of a sequence

In our experiments, the crossover rate in DMEL was set {g pNA| an instance name, and the class attribute. Since the
0.6, the mutation rate was set to 0.0001, and the populatigRique name of each instance is irrelevant, it was ignored. A se-
size was set to 30. Since the performances of DMEL under difyence of DNA contains 60 fields, each of which can be filled
ferent setups (Table I) were more or less the same, we only Krone of: A, G, T,C, D (i.e., Aor G or T), N (i.e., A or G or
port the experimental results of DMEL under the setup wheggor T), S (i.e., C or G), and R (i.e., A or G). The class attribute
both the crossover probability for thossoverl and that for s concerned with the splice junctions that are points on a DNA
the crossoves2 operator were set to 0.5 (i.e., DMEL-1) in thissequence at which “superfluous” DNA is removed during the
section. The performance of DMEL for churn prediction undejrocess of protein creation. It indicates the boundaries between
different setups will be discussed in the next section. extrons (the parts of the DNA sequence retained after splicing)

For GABL, the mutation probability was set to 0.001, th@nd introns (the parts of the DNA sequence that are spliced out)
crossover probability was set to 0.6, and the population size wasl can be one of El (extron-intron boundary), IE (intron-ex-
set to 100 [10]. For SCS, the population size was set to 1,0@n boundary), and N (neither extron-intron nor intron-extron
the bid coefficient was set to 0.1, the bid spread was set to 0.0Bbundary).
the bidding tax was set to 0.01, the existence tax was set to 0,
the generality probability was set to 0.5, the bid specificity bae Credit Card Database

was set to 1, the bid specificity multiplier was set to 0, the bid Thecredit carddatabase [35] contains data about credit card
specificity base was set to 1, the bid specificity multiplier wagpplications. It consists of 15 attributes of which the class at-
set to 0, the reinforcement award was set to 1, the proportioniibute is concerned with whether or not an application is suc-
select per generation was set to 0.2, the number to select wassful. The meaning of these attributes are not known as the
set to 1, the mutation probability was set to 0.02, the crossov@imes of the attributes and their values were changed by the
probability was set to 1, the crowding factor was set to 3, anfbnor of the database to meaningless symbols to protect con-
the crowding subpopulation was set to 3 [18]. fidentiality of the data. Out of the 15 attributes, 6 are quantita-
All the experiments reported in this section and Section e and 9 are categorical. The six quantitative attributes were
were performed using a personal computer with Intel Pentiutiiscretized into four intervals using the discretization technique
Il 1 GHz processor as CPU, 256 MB of main memory, andescribed in [8].
running Red Hat Linux 7.1. In the following, we describe the
databases used in our experiments and present the results Bnd?iabetes Database

lyzing the performance of the different approaches. Each record in theiabeteddatabase [40] is characterized by
nine attributes. The value of the class attribute can be either
A. Zoo Database “1” (tested positive for diabetes) or “2” (tested negative for di-

Each record in theoodatabase [14] is characterized by 1&betes). The other attributes are quantitative and they were dis-
attributes. Since the unique name of each animal is irreleva@gtized into four intervals using the discretization technique de-
it was ignored. All the 17 remaining attributes are categoricaicribed in [8].

The class attribute is concerned with the type of the animals )

are classified into. The value of the class attribute can Be Satellite Image Database

one of mammal, bird, reptile, fish, amphibian, insect, and Each record in thesatellite imagedatabase corresponds to
coelenterate. a 3x 3 square neighborhood of pixels completely contained
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within an area. Each record contains the pixel values in the TABLE Il

four spectral bands of each of the 9 pixels in the 3 neigh- RELATIONS IN THE SUBSCRIBER DATABASE

borhood and the class attribute is the class of the central pi; Relation Description

that was one of: red soil, cotton crop, grey soil, damp grey sa PR g;li (1?;‘;1 iie:r:f; ;ergilq :ili)pnle’e[‘zhi:él i; sgirga;tealgsg g])
soil with vegetation stubble, and very damp grey soil. All the 35 xG Billing records (each tuple, which is Characterized by fee,
(= 4 spectral bands x 9 pixels in neighborhood) attributes additional charges for roaming and other value-added
other than the class attribute is quantitative and in the ran services, etc., represents a monthly bill).

. L. DEMOGRAPHICS | Demographic records (each tuple, which is characterized
between 0 and 255. For our experiments, these quantitative by Ser;’icf plan, handset type, Em_, represents an

tributes were discretized into four intervals using the discretiz application for services made by a subscriber).
tion technique described in [8].

TABLE IV

F. Social Database SOME OF THEIDENTIFIED VARIABLES IN THE TRANSFORMEDDATA
Thesocialdatabase [25] contains data collected by the U.S. Variable Description
Census Bureau. The records in the database are characterize Locarion Subscriber location.
by 15 attributes. Of these attributes, six of them are quantita- Type Customer type (e.g., government versus corporate).
tive. These quantitative attributes were discretized into four in- Payment Method Payment method (e.g., cash versus credit card).
tervals using the discretization technique described in [8]. The Pun Service plan.
remaining nine attributes are all categorical. The class attributecrarge Monthly charge.
is concerned with whether the annual salary of a person exceed Tge Monthly usage.
$50 K or not. Calls Number of calls made.
Abnormal Calls Number of abnormally terminated calls.

G. PBX Database

A private branch exchange (PBX) system is a multiple-line
business te'ephone system that resides on acompany’s premige-ga.ble . Itis important to note that some attributes in some
One of the significant features of a PBX system is its ability tEglations contain significant amount of missing values, for ex-
record call activity such as keeping records of all calls and callefdnple, 62.4% of values in attribute LOCATION in relation DE-
In one of our experiments, we used the data from the databd@GRAPHICS are missing. The handling of missing values is
of a PBX system used in a telecommunication company in 1aD important problem to be tackled for mining interesting rules
donesia. Th@BXdatabase contains data about the usage of thethis database.
PBX system in the company. Each record in B@X database  We, together with a domain expert from the carrier, have iden-
is characterized by 13 attributes. Except for two attributes tH#fted 251 variables associated with each subscriber that might
are categorical, all the remaining attributes are quantitative. TR@ect his/her churn. Some of these variables can be extracted
quantitative attributes were discretized into four intervals usirlifectly from the database whereas some of them reqlzita
the technique described in [8]. There are many missing valdéansformationwhich is one of the key steps in theowledge
in this database. In particular, 98.4% of records have missiflgcovery procesg1], on the original data. One of the ways to
values in one or more attributes. The class attribute is conceri@iform data transformation is the usetiainsformation func-

with the identification of the calling party. tions[2], [5]. Instead of discovering rules in the original data,
we applied DMEL to theransformed dataTable IV lists some
H. Summary of these variables in the transformed data.

To manage the data mining process effectively, the trans-

proaches in all the seven databases. It achieved an average ad U‘-ed data are stored in a relation in the Oracle database. We

racy of 91.7% and correctly classified 5.2%, 52.6%, and 35 3 er o this relation agransformed relatiorin the rest of this
more test records than C4.5 SCS. and GA;BL resﬁectively paper. Each attribute in the transformed relation corresponds to

an identified variable. The interested readers are referred to [2]
and [5] for the details of the use of transformation functions.
Instead of mining the subscriber database, we used DMEL
A carrier in Malaysia has provided us a database of 100 0@Pmine the transformed relation. The transformed relation was
subscribers. The subscriber database was extracted randagiviitled into two partitions: the data concerning with whether
from the time interval of August through October 1999. Theubscribers have churned or have not churned in the time in-
task was to discover interesting relationships concerning wigrval from August to September 1999 and the data concerning
the demographics and the behaviors of the subscribers who ath whether subscribers would churn or would not churn in
churned in the period between August and September 1999. Bygtober 1999. The former was used as the training dataset for
representing these relationships in the form of rules, they woutdMEL to discover rules and the latter was used as the testing
then be used to predict whether a subscriber would churndataset for DMEL to make the “churn” and “no churn” predic-
October 1999. According to the definition of the carrier, a sultions based on the discovered rules.
scriber churns when all services held by him/her are closed. We applied DMEL to the training dataset to discover rules
The subscriber database provided by the carrier is storedaimd predict the “churn” or “no churn” of the subscribers in the
an Oracle database. It contains three relations which are listedting dataset. In the telecommunications industry, the “churn”

In summary, DMEL performed better than the other three aP—

V. EXPERIMENTAL RESULTS ON THESUBSCRIBERDATABASE
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have an ordering of the tuples in the testing dataset such that

%01 the ones with higher probability to churn come before the ones

80 1 with lower probability.

701 Since the churn rates of different carriers are different and the
§ 60 1 churn rate of a specific carrier varies from time to time, we have
2 50 created several datasets with different monthly churn rates by
o 401 randomly deleting tuples in the training and the testing datasets

30 1 until appropriate fractions of churners and nonchurners are ob-

20 tained. We can then plot the performance of DMEL in the form

10 | of lift curves under different monthly churn rates (Fig. 9). The

0 : ‘ ‘ , : , 1 ‘ ' ~ performance of DMEL under different setups (Table I) is also
0 10 20 3 4 5 6 70 8 9 100 showninFig.9.

% subscribers In order to facilitate comparisons, we also applied C4.5 and
() nonlinear neural networks to these datasets. The neural net-

100 - works used in our experiments are multilayer perceptrons with
90 | a single hidden layer which contains 20 nodes and they were

trained by the back propagation algorithm with the learning rate
was set to 0.3 and the momentum term was set to 0.7. The lift
curves for C4.5 and neural networks are also shown in Fig. 9.
As shown in Fig. 9, the performances of DMEL were more or
less the same under different setups of the crossover probability
for the crossoverl and thecrossover2 operator. This is a nice
feature because it is usually difficult for human users to deter-

% churners
0
o

201 mine the appropriate values of an algorithm’s parameters for it
101 may perform well under a specific setup in a certain environ-
0 ‘ ‘ ‘ ‘ ’ ; ‘ : ; * ment and may perform poorly under the same setup in another

0 10 20 30 40 50 60 70 80 90 100
% subscribers

environment.

Regardless of the values g@f and p,, the performance

(b) of DMEL was always better than that of the random churn

Fig. 8. Reference lift curves. (a) Lift curve representing perfect discriminatiqoredictor when different fraction of subscribers were contacted
2{]3?:;?:;?0210?0%%?#;?35' (b) Lift curve representing no discrimination pfya gifferent monthly churn rates. When compared with
C4.5, DMEL identified more churners than C4.5 under different
monthly churn rates. It is important to note that neural networks
ﬁl'SO identified more churners than C4.5, which is consistent
probability above the threshold against the fraction of all su fith th_e stuq_y in [32]. When compared with neural ne_tworks,
scribers having churn probability above the threshold. The | MEL |dent|f_|ed more churners thgn neural networks did when
curve indicates the fraction of all churners can be caught iffaS™Mall fraction £10%) of subscribers were contacted under
certain fraction of all subscribers were contacted. Since the cdferent monthly churn rates. When the fraction of subscribers
tomer services centers of a carrier only have a fixed number@ntacted were relatively large-00%), the performance of
staff that is able to contact a fixed fraction of all subscribers, theMEL was better than that of neural networks under a monthly
lift curve, which can estimate the fraction of churners can U rate 0k<4%, whereas its performance was comparable to
caught given the limited resources, is very useful in the telecofftural networks’ under a monthly churn rate of 6% and 8%. It
munications industry. is interesting to note that DMEL outperformed neural networks

The lift curve representing perfect discrimination of churneMhen <80% of subscribers were contacted under a monthly
from nonchurners and that representing no discrimination ghurn rate of 10%.
churners from nonchurners under a churn rate of 5% are showrfo better compare the performance of DMEL, C4.5, and
in Fig. 8(a) and (b), respectively. We refer to the former angteural networks, let us consider tlifefactor, which is defined
the latter asperfect churn predictorand random churn pre- as the ratio of the fraction of churners identified and the fraction
dictor, respectively. of subscribers contacted. For example;% of churners were

In order to evaluate the performance of DMEL using lifidentified wheny% of subscribers were contacted, the lift
curve, we rank the tuples in the testing dataset accordingféetor werez/y. It is important to note that the lift factor for
the total weight of evidence. Given the prediction and the tottile random churn predictor is 1. Owing to the limited number
weight of evidence produced by DMEL over the testing datasef, staff in the carrier's customer services center, it can only
the tuples predicted to churn are sorted in the descending ordentact 5% of all subscribers. The lift factors for DMEL, C4.5,
of the total weight of evidence, whereas those tuples predictaod neural networks when 5% of subscribers were contacted
to not churn are sorted in the ascending order of the totahder different monthly churn rates are shown in Fig. 10.
weight of evidence. The tuples predicted to churn come beforeAgain, regardless of the valuesaf andp,, DMEL obtained
the tuples predicted to not churn. Using the above method, Wgher lift factors than neural networks, which in turn obtained

and “no churn” prediction is usually expressed d#taurve.
The lift curve plots the fraction of all churners having chur
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Fig. 9. Lift curves for DMEL, C4.5, and neural network under different monthly churn rates averaged over ten runs. (a) Monthly ckuf®safb) Monthly
churn rate= 2%. (c) Monthly churn rate= 4%. (d) Monthly churn rate= 6%. (e) Monthly churn rate= 8%. (f) Monthly churn rate= 10%.

higher lift factors than C4.5, when 5% of subscribers were cowhich are easy for the domain expert to comprehend. Although
tacted under different monthly churn rates. The experimentak relationships discovered by C4.5 can also be represented in
results showed that DMEL is able to make accurate churn pthe form of rules, the experimental results showed that DMEL
diction under different churn rates. Furthermore, the relationutperformed C4.5.

ships discovered by neural networks are encoded in the weight3o evaluate their computation efficiencies, Table V shows the
of the connections. It is difficult, if not impossible, to decodexecution times for DMEL, C4.5, and neural networks under
the discovered relationships and present them to the domain @ifferent monthly churn rates. At a specific monthly churn
pertin an interpretable form. Unlike neural networks, DMEL isate, the execution times for DMEL-1, DMEL-2, DMEL-3,
able to present the discovered relationships in the form of rules\d DMEL-4 are more or less the same because they differ
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TABLE V
ExecuTtioN TIMES FOR DMEL, C4.5, AND NEURAL NETWORK UNDER
DIFFERENTMONTHLY CHURN RATES AVERAGED OVER TEN RUNS

Execution Time (sec.)
Monthly | Neural C45 DMEL-1 | DMEL-2 | DMEL-3 | DMEL-4
Churn Network
Rate
1% 54,852.0 1,305.6 21,8521 | 18,1345 | 19,0557 | 17,7437
2% 55,117.2 1,765.2 242340 | 21,4985 | 265343 | 21,8855
4% 55,691.4 2,071.4 33,0280 | 28,054.1 | 28,103.0 | 28,806.9
6% 58,021.6 1,646.2 31,805.6 | 31,0747 | 30,1154 | 28,883.6
8% 55,446.7 1,280.0 34,3334 | 353657 | 34.186.1 | 342105
10% 55,567.5 1,046.2 38,9027 | 38,168.7 | 39,1283 | 42,980.9
W Neural Network M C4.5 0 DMEL-1 @ DMEL-2 8 DMEL-3 @ DMEL-4 Another rule the domain expert found to be interesting is
18 listed in the following:

Sex=Male A Tenure € [378,419] = Churn=Trudw=0.78].

N The above rule states that a male subscriber who has used the
service plan for a period between 378 and 419 days churns with
weight of evidence of 0.78. Although the domain expert cannot
explain why this rule is applicable to male subscribers only, he
found this rule meaningful because a new subscriber is usually
entitled a rebate after using the service plan for a period of one
year and one can still keep the money even though he churns
: : ; after receiving the rebate. In order to retain these subscribers,
1% 2% 4% 6% &% 10% the domain expert suggested that the carrier could offer them
Monthly chum rate incentives or rebates after using the service plan for another year

Fig. 10. Lift factors for DMEL, C4.5, and neural network under diffrerentvhen they have used the service plan for a period of one year.

Lift factor

monthly churn rates averaged over ten runs. In addition to the above rules, DMEL has discovered the fol-
lowing rule:

from each other by using different values @f and p, only.

Sincep; + p» = 1 in different setups, their time complexities District =Kuala Lumpur A Payment Method

should be more or less the same. When the monthly churn = Cash A Age €[36, 44]

rate increases, the execution time for DMEL increases because
more and more relationships are found interesting and, hence,
the number of alleles in a chromosome increases.

The experimental results showed that DMEL accomplishedThis rule states that a subscriber churns if he/she lives in
the data mining task faster than neural networks. Of the thriéaala Lumpur, is of age between 36 and 44, and paid bills using
approaches, C4.5 required the least execution time to complesh with weight of evidence of 1.20. Although the domain ex-
since C4.5 used less number of iterations than neural netwoplest can hardly explain why this rule applies to those subscribers
and DMEL. However, C4.5 is unable to produce churn predias this age group living in Kuala Lumpur only, he found it mean-
tion as accurate as neural networks and DMEL (Figs. 9 and 1igful because it is easier for a subscriber to churn if he/she pays

In the rest of this section, we present the rules discovered bils using cash when compared with one who pays bills using
DMEL and found to be interesting and useful by the domain egutopay. The domain expert found this rule useful because it
pert from the carrier in Malaysia. The domain expert has foundentifies a niche for the carrier to retain its subscribers.
the following rule very useful: Furthermore, the domain expert also found the following rule

interesting:

= Churn = True[w = 1.20].

Type=Personal A Bonus=No = Churn=True[tr=1.75].
Sex = Male A District

This rule states that a subscriber churns if he/she subscribes = Penang A Subscription Channel
the service plan personally and he/she is not admitted to any
bonus scheme with weight of evidence of 1.75. According to
this rule, the domain expert suggested that the carrier could
admit those subscribers who subscribe the service plan person-
ally and have not already admitted to any bonus scheme to drhis rule states thata male subscriber who lives in Penang and
bonus scheme so as to retain them. subscribed the service through a dealer, which is under Dealer

= Dealer A Dealer Group
= A = Churn = True[w = 1.84].
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Group Az churns with weight of evidence of 1.84. The domain [4]
expert suggested that the churn of the subscribers might be due
to the poor customer services provided by the dealers, whicr{s]
are under Dealer Group A, in Penang. He recommended the

carrier to investigate into the service level of these dealers so
as to introduce corrective actions. [

VI. CONCLUSION (7]

Inthis paper, we proposed a new data mining algorithm, called
DMEL, to mine rules in databases. DMEL searches throughg
huge rule spaces effectively using an evolutionary approach.
Specifically, DMEL encodes a complete set of rulesin one single
chromosome. It performs its tasks by generating a set of initial[9
first-order rules using a probabilistic induction technique so
that, based on these rules, rules of higher orders are obtained
iteratively. DMEL evaluates the fitness of a chromosome usingﬁ10
a function defined in terms of the probability that the attribute
values of a record can be correctly determined using the rules|it1]
encodes. With these characteristics, DMEL is capable of finding
both positive and negative relationships among attributes for
predictive modeling without any subjective input required of
the users. To evaluate the performance of DMEL, it is applied!?]
to several real-world databases and the experimental results
showed that DMEL is able to provide accurate classification.

In particular, we have applied DMEL to a database of 100 00(3]
subscribers provided by a carrier in Malaysia. Using the discov—14]
ered rules, DMEL is able to predict whether a subscriber will
churn in the near future. The carrier can then offer incentives t&L5]
the potential churnersin order to retain them. The “churn” or “no 16
churn” prediction is expressed as a lift curve, which indicates thJa
fraction of all churners can be caught if a certain fraction of all
subscribers were contacted. In our experiments, we also appli¢t!
C4.5 and neural networks for churn prediction. The experimental
results showed that DMEL outperformed neural networks, whiclus]
in turn outperformed C4.5. Specifically, DMEL identified more
churners than neural networks when a small fractioh(%o) of 19]
subscribers were contacted whereas the performance of DMEL
is comparable to that of neural networks when the fraction of20]
subscribers contacted was relatively larg& 0%). The ability to
identify more churners when only a small fraction of subscribers,1;
were contacted isimportantbecause the customer services center
of a carrier has fixed number of staff and they can contact a
small fraction of subscribers only. The experimental results on
the subscriber database also showed that DMEL is robust in[a2]
way that it is able to discover rules hidden in the database and
to predict the churns of subscribers under different churn rates.
Since the churn rates of different subscribers are different and3;]
the churn rate of a specific carrier varies from time to time,
robustness is necessary to an effective churn predictor. [24]
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