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Rapid and brief communication
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Abstract

In this paper, a novel center-based nearest neighbor (CNN) classifier is proposed to deal with the pattern classification problems. Unlike
nearest feature line (NFL) method, CNN considers the line passing through a sample point with known label and the center of the sample
class. This line is called the center-based line (CL). These lines seem to have more capacity of representation for sample classes than
the original samples and thus can capture more information. Similar to NFL, CNN is based on the nearest distance from an unknown
sample point to a certain CL for classification. As a result, the computation time of CNN can be shortened dramatically with less accuracy
decrease when compared with NFL. The performance of CNN is demonstrated in one simulation experiment from computational biology
and high classification accuracy has been achieved in the leave-one-out test. The comparisons with nearest neighbor (NN) classifier and
NFL classifier indicate that this novel classifier achieves competitive performance.
� 2006 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Pattern classification is a fundamental problem in artificial
intelligence and other fields. The problem can be described
generally as follows: given N training samples with known
class labels, which can be divided into C classes, Nc is the
size of class c, c ∈ {1, 2, . . . , C}, how to predict the class
label of an unknown sample x? Many methods have been
suggested to tackle this problem. Nearest neighbor (NN)
classifier is such a simple, yet effective method for perform-
ing general, non-parametric pattern classification [1]. The
empirical evaluation to data in various fields shows that NN
is robust and has asymptotic error rate that is at most twice
the Bayes error rate [1]. In literature [2], a nearest feature line
(NFL) method is suggested to overcome some limitations of
NN as stated by the authors. The NFL classifier uses a lin-
ear model to interpolate and extrapolate each pair of sample
points within the same class and attempts to generalize the
representational capacity of available samples by using the
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feature line passing through two sample points in the same
class. The experimental results show that NFL improves the
classification accuracy consistently. In literature [3], a tun-
able nearest neighbor (TNN) method is proposed to improve
the performance of NFL. However, there are still some draw-
backs both in NFL and TNN methods that will limit their
further application in practice as pointed out in Ref. [4].
One of them is the large computation complexity problem,
especially for the task with large training sample set. In lit-
erature [4], a nearest neighbor line (NNL) method is intro-
duced to lower the computation cost of NFL method. Face
recognition experiments show that the NNL method takes
much lower time and achieves competitive performance.

In this paper, a novel center-based nearest neighbor (CNN)
method is proposed to lessen the computation burden of the
original NFL method by defining another kind of line called
center-based line (CL). This CL connects a sample point
with known label and the center of the sample class, instead
of two labeled sample points in the NFL method. One exper-
iment from computational biology is performed to demon-
strate its efficiency. The comparisons with NN classifier and
NFL classifier show that this novel classifier is competitive
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and can be used as an alternative method for the pattern
classification problems.

2. Center-based nearest neighbour (CNN)

Unlike NFL, CNN considers another kind of line for clas-
sification. The main idea of CNN is described as follows.
Let xc

i be a training sample of class c, let oc be the center
of class c, which can be calculated by

oc =
∑Nc

i=1 xc
i

Nc

. (1)

For an unknown sample x, define CL xc
i oc, which is the

straight line passing through xc
i and oc, as illustrated in

Fig. 1. This CL is used to capture the information implied by
the interaction between points of xc

i and oc to achieve better
classification performance. Define distance from x to CL as

d(x, xc
i oc) = ‖x − pc,i‖ (2)

which is used as a basic measure for classification, also
shown in Fig. 1, where pc,i is the projection of x onto the
CL, ‖Q‖ is the Euclidean norm. The projection point pc,i is
calculated according to the equation

pc,i = xc
i + �(oc − xc

i ), (3)

where � ∈ R, which is called position parameter and for-
malized as

� = (x − xc
i )

T(oc − xc
i )

(oc − xc
i )

T(oc − xc
i )

, (4)

where T is the transpose operator. Then the CNN distance
is defined as

dc
CNN = min

1� i �Nc

d(x, xc
i oc). (5)

Fig. 1. FL xc
i
oc and CNN distance d(x, xc

i
oc).

According to the NN rule, the CNN discriminating rule is

IF do
CNN = min

c=1,2,...,C
dc
CNN, THEN x is classified

into class o, o ∈ {1, 2, . . . , C}.

3. Experiments and results

To evaluate the performance of CNN classifier, in this
paper, one experiment from computational biology is per-
formed. As a comparison, the same experiments based on
NN classifier and NFL classifier are also conducted. Protein
subcellular location prediction is now a hot topic in compu-
tational biology community, which is intrinsically a protein
classification problem.

3.1. Data set and feature vector

The benchmark data set constructed by Reinhardt and
Hubbard [5] for protein subcellular localization is used in
the experiments. All the protein entries in the data set are
extracted from Swiss-Prot 33.0. The data set contains 3424
non-redundant proteins with less than 90% sequence identity
whose subcellular locations are experimentally determined,
in which 2427 are eukaryotic and 997 are prokaryotic pro-
teins. The eukaryotic proteins consist of 684 cytoplasmic,
325 extracellular, 321 mitochondrial and 1097 nuclear pro-
teins, while the prokaryotic proteins consists of 688 cyto-
plasmic, 107 extracellular and 202 periplasmic proteins.

One typical feature used to predict protein subcellular lo-
cation is amino acid composition [5,6]. The protein sequence
is represented by a 20-dimensional feature vector x ∈ R20,
because there are 20 amino acids in biological proteins. Each
element in the feature vector denotes the occurrence fre-
quency of an amino acid.

3.2. Performance measurement

In our work, a leave-one-out test is performed to evaluate
the performance of classifiers. Each protein sequence in the
data set is singled out in turn as a test sample and the re-
maining protein sequences are used as the training data set to
predict its subcellular location. Compared with other cross-
validation methods, the leave-one-out test is considered to
be the most effective way and more rigorous and reliable [7].
Total accuracy, subset accuracy and the Matthew’s correla-
tion coefficient (MCC) are used to measure the classification
performance of our work. MCC provides a single measure
of evaluating sensitivity and specificity together [8]. They
are defined by

Total accuracy (s) = p(s)

sub(s)
, (6)

Subset accuracy =
∑k

s=1 p(s)

N
, (7)
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Table 1
The comparisons with NN and NFL [9] on eukaryotic proteins

Data set Location NN NFL CNN

Acc (%) MCC Acc (%) MCC Acc (%) MCC

Eukaryotic Cytoplasmic 81.4 0.66 80.1 0.69 82.7 0.70
Extracellular 85.8 0.87 82.2 0.83 86.2 0.81
Mitochondrial 60.7 0.59 54.8 0.60 64.5 0.64
Nuclear 86.8 0.76 92.0 0.77 86.6 0.78
Total accuracy 81.5 – 82.5 – 82.5 –

Table 2
The comparisons with NN and NFL [9] on prokaryotic proteins

Data set Location NN NFL CNN

Acc (%) MCC Acc (%) MCC Acc (%) MCC

Prokaryotic Cytoplasmic 96.2 0.78 98.5 0.82 96.8 0.83
Extracellular 80.4 0.81 76.6 0.83 82.2 0.80
Periplasmic 68.8 0.68 72.3 0.74 74.8 0.75
Total accuracy 89.0 – 91.0 – 90.8 –

MCC(s)

= p(s)n(s)−u(s)o(s)√
(p(s)+u(s))(p(s)+o(s))(n(s)+u(s))(n(s)+o(s))

, (8)

where N is the total number of proteins in the data set, k is
the number of subcellular locations, sub(s) is the number of
proteins reside in location s, p(s) is the number of properly
predicted proteins in location s, n(s) is the number of cor-
rectly predicted proteins not in location s, u(s) is the number
of under-predicted and o(s) is the number of over-predicted
proteins.

3.3. Results and computational complexity

The experimental results of NN, NFL and CNN meth-
ods on eukaryotic and prokaryotic proteins are shown in
Tables 1 and 2, respectively. From Tables 1 and 2 we can see
that CNN achieves higher total accuracies than NN method.
When compared with NFL method, they have nearly the
same classification accuracy, but the classification time of
CNN is shortened dramatically in our experiment. The CNN
classifier only need to construct N CLs to represent a C

classes data set, however, the NFL classifier has to construct
M FLs for the same purpose, where

N =
C∑

c=1

Nc. (9)

M =
C∑

c=1

Nc(Nc − 1)/2. (10)

It is clear that the computational time of CNN is reduced
dramatically in comparison with that of NFL. Therefore, in

the classification task of large training sample set, the CNN
method is probably a better choice.

4. Conclusion

In this paper, a novel classifier termed as center-based
nearest neighbor (CNN) is proposed to deal with the pattern
classification problems. CNN considers the center-based line
(CL) passing through a sample point with known label and
the center of the sample. These lines seem to have more ca-
pacity of representation for example classes than the original
samples and thus can capture more information. The experi-
mental results of protein subcellular localization from com-
putational biology demonstrates its efficiency. Moreover, the
comparisons with nearest neighbor (NN) and nearest feature
line (NFL) classifiers indicate that this novel classifier has
a superior performance, especially for the task with large
training sample set.
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