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I. SUMMARY

Single-label classification is a predictive data mining task

that consists of assigning a label to an instance for which

the label is unknown. Multi-label classification presents a

similar task, although the difference is that the instances have

a collection of labels, known as a labelset, rather than only one

label. The maximum size of the labelset is determined by the

number of different labels in the data set. The aforementioned

labelset concept can also be considered as a sequence of

binary output attributes (as many attributes as there are labels

in the whole data set). Each attribute indicates whether the

corresponding label is applicable to the instance. Only one of

the attributes is active in single-label problems, while several

attributes may be active in multi-label problems [5]. In other

words, the labels in multi-label learning are not mutually

exclusive [8]. This feature implies a much harder and more

challenging problem, due to the high relevance of the relations

between the different labels [10].

Despite the well-established usefulness of single-label in-

stance selection, there are still very few methods for multi-

label classification. To the best of our knowledge, only two in-

stance selection methods for multi-label have been developed.

Since both algorithms are based on Wilson Editing (ENN) [9],

to avoid any confusion with the acronyms, we refer to them

by the initials of their authors: the KADT method [6] and

the CRJH method [3]. In this paper, we have attempted to fill

that gap by proposing a new technique for computing local

sets in multi-label data sets. This new proposal was used to

adapt two single-label instance selection methods, LSSm and

LSBo, for multi-label problems. The adaptation was tested

against the few instance selection methods existing for multi-

label learning and against the classifiers (MLkNN [11] and

IBLR-ML [4]) trained on the whole data sets.

The main contributions of the paper were:
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• The definition of the local set concept in the context of

multi-label data sets.

• The proposal that defines two new instance selection

methods, based on the adaptation of single-label clas-

sification algorithms to multi-label learning: LSBo and

LSSm [7].

• The experimental evaluation of the new algorithms. The

new methods were compared with the few existing algo-

rithms.

Instance selection methods usually focus on boundaries

between classes. Boundaries are the keystone of the predictive

process, because they define whether an instance belongs to

one class or another. The simplest classification problem is a

binary class data set: there is only one class, thus one instance

may or may not belong to it (in practice, this task is similar

to determining one of two categories to which the instance

belongs). In multi-class classification, more classes are present

but, as in the previous case, each instance can only belong to

one. The challenge that emerges in multi-label data sets is that

instances can belong to more than one class at the same time,

which blurs the boundaries (because different labels overlap).

The concept of local set has been used for designing several

instance selection algorithms for single-label data sets [2],

[7]. Local sets are defined by the nearest enemy, which

is straightforward to compute in single-label data sets. The

problem with multi-label data sets is how the nearest enemy

is defined: it is no trivial task, because every single instance

has a set of labels, rather than only one, as in single-label

classification. An intuitive solution would be to consider each

labelset (the vector of labels of an instance) as a class in itself.

However, the results of several experiments have demonstrated

that this approach is of little or no use, due to the large amount

of different labelsets that multi-label data sets usually have. For

example, for a data set with three different classes, the number

of different labelsets could be up to 23 = 8; if a data set has

nine labels, the number of labelsets could reach 29 = 512. The

number of possible labelsets therefore increases exponentially

with the number of labels. Hence, local sets calculated in this

way will be too small (many of them only made up of a single

instance) and, therefore, the algorithms based on local sets

would not work properly.

The proposal that was presented in the paper was to use

the Hamming loss (calculated over labelsets) to measure the
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degree of difference in the labelsets1. If the Hamming loss

between the labelsets of two instances is greater than a

predefined threshold, the instances are considered to be of

different ‘classes’. This concept of class can be seen as a

‘soft-class’ in the same sense as in regression data sets. The

Hamming distance is computed as follows:

Hamming distance(a,b) = |ωa △ ωb| (1)

where, ωa and ωb are the labelsets of instances a and b,

respectively, and △ is the symmetric difference between two

labelsets2.

The Hamming distance according to the previous definition

is a whole number. The Hamming loss value is commonly

used in multi-label learning HL ∈ [0, 1].

Hamming loss(a,b) =
1

|Ω|
|ωa △ ωb| (2)

Pseudocode 1 shows the proposed method for local set

calculation in multi-label data sets. It has two inputs: the multi-

label data set and the value of the Hamming loss threshold

that determines when two labelsets are considered distinct.

The function has two outputs: an array of local sets and an

array of nearest enemies. Every single instance has its local

set (made of one or more instances) and its nearest enemy.

Algorithm 1: Function computeLocalSets: computes

the local sets of a multi-label data set.

Input: A training set X = {(x1, ω1), ..., (xn, ωn)}, a

threshold θ

Output: The local sets LSS = {lss1, ..., lssn}, the

nearest enemy of each instance

NE = {ne1, ..., nen}
1 for i ∈ {1...n} do

2 lssi ← ∅

3 dist nei ←∞
/* Find the nearest enemy of xi */

4 for j ∈ {1...n} do

5 d← EuclideanDistance(xi,xj)
6 if HammingLoss(ωi, ωj) > θ and d < dist nei

then

7 nei ← xj

8 dist nei ← d

/* Compute the local set of xi */

9 for j ∈ {1...n} do

10 if EuclideanDistance(xi,xj) < dist nei then

11 lssi ← lssi ∪ {xj}

After the calculation of local sets, any local set-based

algorithm can be used without changes. In the experimental

1We decided to use Hamming loss, because its computation is fast and it
is a commonly used measure in multi-label learning.

2The symmetric difference is the exclusive disjunction (XOR) of two sets,
that is the set of all elements that are in one set, but not in the other set.

study, we considered LSSm and LSBo, because their use of

local sets is more robust than the use of local sets in ICF

(the heuristic used in ICF has fundamental problems that were

reported in [7]).

The experimental study used a broad range of data sets from

different domains, several multi-label measures and statistical

tests. The results revealed the two main benefits of our

proposal: i) HDLSSm, as an edition algorithm, is not only

capable of outperforming the other instance selection methods

in terms of its results, but it also capable of outperforming

the classifier trained with the whole data set; ii) HDLSBo, as

a condensed algorithm, achieved a remarkable compression,

while maintaining a statistically equivalent performance to the

performance of the other methods. Furthermore, the existence

of a threshold for controlling local set sizes implies an

adaptable and versatile proposal.
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