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Abstract

Classification is one of the important tasks in developing expert systems. Most of the previous approaches for classification problem are
based on classification rules generated by decision trees. In this paper, we propose a new learning approach based on genetic programming to
generate discriminant functions for classifying data. An adaptable incremental learning strategy and a distance-based fitness function are
developed to improve the efficiency of genetic programming-based learning process. We first transform attributes of objects into fuzzy
attributes and then a set of discriminant functions is generated based on the proposed learning procedure. The set of derived functions with
fuzzy attributes gives high accuracy of classification and presents a linear form. Hence, the functions can be transformed into inference rules
easily and we can use the rules to provide the building of rule base in an expert system. © 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Classification is one of the important issues in many
applications. A classification problem is that for a given
data set, to classify such data set into several predetermined
classes by the attributes of data. Owing to the versatility of
human activities and unpredictability of data, this mission
is difficult and challenged. An accurate classifier can be
applied to many applications, such as pattern recognition,
disease diagnosis, and business decision-making.

For solving classification problem, many effective and
efficient methods have been proposed. Most of them are
developed based on mathematical models or theories. For
example, the statistical classifiers are built on the Bayesian
decision theory (Heckerman & Wellman, 1995). The theory
provides a probability model to assign a data into a class that
has the highest probability. Although the statistical models
are soundness, the main limitation of this approach is that
users must have a good knowledge about data properties for
performing effective classification. Another well-known
method is neural network (Wang, Liu, Hong, & Tseng,
1999). In neural network method, a multi-layered network
with m inputs and n outputs is trained with the given training
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set. We give an input vector to the network, and an n-
dimensional output vector is obtained from the outputs of
the network. Then the given vector is assigned to the
class with the maximum output. The drawbacks of neural
network method are that the knowledge representation in the
neural network is unclear and the training process is ineffi-
cient. The other methods include distance-based classifier
and evolutionary approach. Distance-based classifiers, like
maximum likelihood classifier (MLC) (Duda & Hart, 1973)
and k-nearest neighbor (Duda & Hart, 1973; Han, Karypis,
& Kumar, 2001), measure distances among input vectors of
data, then classify data into a class with the least distance.
Although the main idea of distance-based classifiers is
comprehensible, but they are usually time-consuming. The
evolutionary approach includes genetic algorithm (GA)
(Wang et al., 1999; Wang, Hong, & Tseng, 1998a; Wang,
Hong, Tseng, & Liao, 1998b) and genetic programming
(GP) (Fretas, 1997; Kishore, Patnaik, Mani, & Agrawal,
2000; Sherrah, Bogner, & Bouzerdoum, 1996). Genetic
algorithm encodes classification rules to sequence of bit
strings. Bit strings may be replaced by new bit strings
after applying the evolutionary operators such as reproduc-
tion, crossover, and mutation. After a number of evolving
generations, the bit strings with good fitness will be gener-
ated. Then, a set of effective classification rules can be
obtained from the final set of bit strings satisfying the fitness
function. For GP, the classifier can be accomplished in
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Fig. 1. An example of crossover.

either two ways: classification rules (Fretas, 1997) or classi-
fication functions (Kishore et al., 2000). The latter is also
called discriminant functions. The main advantage of classi-
fying by discriminant functions instead of classification
rules is concise and efficient. However, the discriminant
functions are hard to be understood and interpreted since
the discriminant functions are usually non-linear. Thus, it is
difficult for the user to create the rule base directly in build-
ing expert systems.

In this paper, we propose an approach for learning clas-
sification functions with fuzzy attributes based on GP. In the
proposed approach, we first define a set of fuzzy sets for
each numerical attribute to transform the original attributes
into fuzzy attributes, then an adaptable incremental learning
strategy and a fitness function are proposed to handle effec-
tiveness as well as efficiency in the learning stages of GP.
The advantage of transforming attributes by linear fuzzy
membership functions is that a set of linear discriminant
functions will be learned by the GP learning process and
the set of functions can be used to produce the rule base of
an expert system easily.

We use the Fisher’s Iris data set, a well-known data set in
classification problem, to show the feasibility and perform-
ance of our proposed method. The experiment also figures
out the discriminant functions with original attributes in
comparison with the functions with fuzzy attributes to
show the contribution of our method.

The remainder of this paper is organized as follows.
Section 2 reviews the basic methodology of GP proposed
by Koza. In Section 3, we propose a GP-based approach to
accomplish the task of effective classification with fuzzy
sets. Section 4 shows the creation of classification rules
and experimental results. Finally, the conclusions are
made in Section 5.

2. Reviews of genetic programming

The technique of GP was proposed by Koza (Koza, 1992;
Koza, Golberg, & Fogel, 1996) in 1987. GP has been
applied to several applications like symbolic regression,
the robot control programs, and classification, etc. GP can
discover underlying data relationships and present these
relationships by expressions. The expression is constructed
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Fig. 2. An example of sub-tree mutation.

by terminals and functions. There are several types of func-
tions can be applied to GP:

1. Arithmetic operations: Addition, subtraction, multiplica-
tion and division.

2. Trigonometric functions: Sine and Cosine, etc.

3. Conditional operators and Boolean operators: IF, ELSE
and OR, etc.

4. Other add-on operations: Absolution, negative and other
user-specific functions.

GP begins with a population that is a set of random
created individuals. Each individual represents a potential
solution that is represented as a binary tree. Each binary tree
is constructed by all possible compositions of the sets of
functions and terminals. A fitness value of each tree is calcu-
lated by a suitable fitness function. By the fitness value, a set
of individuals that with better fitness will be selected. These
individuals are used to generate new population in next
generation with genetic operators. Genetic operators gener-
ally include reproduction, crossover, mutation, and others
that are used to evolve functional expressions.

The reproduction operator is the simplest one. After the
individuals with better fitness values are selected, this
operator reproduces these individuals into the population
in next generation. The selected individuals are able to be
reserved in offspring by the reproduction operator. The
crossover operator needs more actions to generate the new
individual. First, select two individuals to be parents. Next,
randomly select a sub-tree from each parent and swap the
two selected sub-trees. After that, two new individuals are
generated. For example, as Fig. 1, there are two individuals
(5 + X) + Xand (X + X) — 2. After the crossover operator
is performed, two new individuals (X + X)+ X and
(5 + X) — 2 are created. The mutation operator is usually
applied to avoiding local optimum. There are two types
of mutation operators: single-node mutation and sub-tree
mutation. Single-node mutation is that a terminal or a func-
tion in an individual will be replaced by another terminal or
function. The other type of mutation, sub-tree mutation,
does the same operation with sub-tree instead of single
terminal or single function. As the example in Fig. 2, an
individual (5 + X) + X becomes (7 + X) by sub-tree muta-
tion operator.

After the evolution of a number of generations, an
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individual with better fitness value will be obtained. This
individual may be the solution that we wanted. However, if
the fitness value of such individual still does not satisfy the
stop constraint, the process of evolution should be continued
until the specified conditions are satisfied.

3. The proposed method for classification

In this section, we describe our proposed method to find
discriminant functions for classification using GP. We first
give a formal description for classification problem with
fuzzy attributes. Then, we describe the training strategy
and the fitness function to learn the set of discriminant func-
tions for classification.

3.1. The problem description

At first, the notations of symbols used in this section and a
formal description of classification problem with fuzzy attri-
butes are described in the following.

Consider a given data set S, for a data x; such that x; € S
having n attributes A, A,,...,A,, € R. Assume that

Xj = (Vj1, Vidseees an),

where v; € A;. Let A be one of the fuzzy sets for attribute
A;, and w;; be the membership function for Ay, | = k = [,
where /; is the number of fuzzy sets in attribute A;. The
attribute A; can be transformed to the following fuzzy set:

(Wit/Aj + pplAp + -+ wy Ay,

where w; : A; — [0, 1] is the membership function, and
Mix(vj;) is the fuzzy membership value of data x; for fuzzy
set Aj.

Hence, a data x; is represented to be y; as the following
fuzzy attributes

¥i = (i1 j)s 12(vj1)s -5 L1t (Vi)
H21(Vi2)s 122 (Via)s vy M2 (Vj2)s s ont (Vin)s 2 (Vi) -

/-'Lnln(vjn))-

The classification problem with fuzzy attributes is defined as
follows:

Assume that there are K predefined classes denoted as
C1,C,...,Ck. Let C = {C,, Gy, ..., Cx }, we say that (y;, ¢;)
transformed from (x;, ¢;) is a fuzzy sample of class ¢;, ¢; €
C. We define a fuzzy training set (TS) to be a set of collec-
tions of fuzzy samples, as follows:

TS = {{y;, ¢;)ly; is fuzzy attributes,c; € C, 1 = j = m},
where m = |TS| is the number of fuzzy samples in TS, and

my; is the number of samples belonging to the class C;, and

m= m, 1=i=K.

K
=

4

We define a discriminant function f; for class C;,

fi:R" =R, wheren' => I,

i=1
such that satisfies the following conditions:
fip) = a, if ¢; = C;
fiop) <a, if¢; # G

A set of discriminant functions F for the set of class C is
defined by follows,

, wherel=i=K, 1=j=m.

F={flfi:R" >R, 1 =i=K).

3.2. The adaptable incremental learning strategy

In the learning procedure, we first prepare the training set
TS. The samples in TS usually include positive instances
and negative instances. Consider a specified class C;, a fuzzy
sample (y;,c;) € TS, 1 =j =m, we say that (y;,c;) is a
positive instance if ¢; = C;; otherwise, (y;, ¢;) is a negative
instance.

After TS is prepared, we use GP to start learning proce-
dure. Conventionally, all of the samples in TS are fed to the
learning procedure at a time. However, while the size of TS
is getting larger, the training step will relatively spend more
time upon learning from samples. In GP, the number of
evolving generations will increase rapidly if we want to
find an effective solution from a large number of training
data set. Thus, for obtaining effective solutions efficiently
in GP, we develop an adaptable incremental strategy to
proceed to the learning of training set. The main steps are
described as follows.

Let g be the specified generations of evolution in each
stage of the learning procedure and m’ be the number of
training samples in each stage. We further define three
parameters p, a and w. The p is the initial incremental
rate of training samples in each stage. The « is the adaptive
factor used to adapt incremental rate of samples. The w
is the condition of satisfying the effectiveness of fitness
values, 0 =p=1, 0=m' =m, a = 1. The main steps
are described as follows:

Step 1: Initially, let @ = 1 and m" = 0. We give the condi-
tion w and specify g and p.

Step 2:m' =m' X axp+m'. If m' = m, then m = m.
Step 3: The population of GP is evolved with the m’
training samples for g generations. A function will be
obtained after the g generations.

Step 4: If m' = m, then stop, else go to next step.

Step 5: If the fitness value satisfies the condition w, then
a=2,else a = 1. Go to Step 2.

Example. In the Fisher’s Iris data set (Fisher, 1936), there
are 150 data objects. Assume that the training set TS
contains 75 samples in this example. The larger fitness
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Table 1
Summary statistic of attributes in Iris set

Maximum Mean Minimum
Sepal length 4.30 5.84 7.90
Sepal width 2.00 3.05 4.40
Petal length 1.00 3.76 6.90
Petal width 0.10 1.20 2.50

value is better and 0 is the largest fitness value of the fitness
function.
Stage 1:

Step 1: We initially set « = 1, m' = 0, and m = 75. We
also specify g = 1000 and p = 0.2. The condition of w is
‘the fitness value equals to 0.

Step 2:m' =mXaxp=75%x1x0.2=15.

Step 3: The population of GP is evolved with m' = 15
training samples for g = 1000 generations. After that, a
function is obtained.

Step 4: Since m' = 15 # m = 75, go to next step.

Step 5: If the fitness value is O at this time, then @ = 2.
The procedure goes to Step 2 and begins the next stage.

Stage 2:

Step2:m' =mXaXp+m =75x2x02+ 15=145.
Step 3: The population of GP is evolved with m’ = 45
training samples for g = 1000 generations. We get a new
function.

Step 4: Since m' = 45 # m = 75, go to next step.

Step 5: If the fitness value is not O at this time, the proce-
dure continues the next stage by a = 1.

Stage 3:

Step 2: m' =mXaxp+m =75%x1x0.2+ 45 = 60.
Step 3: The population of GP is evolved with m' = 60
training samples for g = 1000 generations, then a new
function is obtained.

Step 4: Since m' = 45 # m = 75, go to next step.

Step 5: If the fitness value is not O at this time, the proce-
dure continues the next stage by a = 1.

Stage 4:

Step 2:m' =mXaxp+m =75%1x0.2+ 60 =75.
Step 3: The population of GP is evolved with m' = 75
training samples for g = 1000 generations.

Step 4: Since m' = 75 = m = 75, the learning procedure
is stopped and the obtained function is the discriminant
function.

3.3. The fitness function

The fitness value is derived from a predefined fitness

function, which is used to evaluate the effectiveness of an
individual. The fitness function of our classification method
is defined as follows.

We consider a discriminant function f; of a class C; and a
specified constant a. For the positive instance, we urge
fi(y;) = a, and for negative instance, f;(y;) < a. To achieve
the objectivity of f;, two parameters p and g are defined and
let p>a, g <a, and p + g =2 X a. We then define two
measures of error degrees for positive instances and nega-
tive instances, respectively.

The error degree for a positive instance is defined as

{O’ if ¢; = C; and fi(y;) = a,

D:
[p — ), if ¢; = Ciand fi(y) < a,

p

and the error degree for a negative instance is defined as

O’
D, = 5
[fi(y]') —ql,

Thus, the fitness function is defined as

if ¢; # C; and f;(y;) < a,
if Cj # Ci andf,(yj) = a,

m/
= > (D, + D),
j=1

where m' is the number of training samples in the current
learning stage, (y;,c;) ETS, 1 =j = m'. Since the fitness
value of an individual is represented by the degree of errors
after evaluating all training samples, we urge that the fitness
value approaches to zero for producing an effective function
for classification.

4. Deriving classification rules and experiments

We take the Fisher’s Iris data set (Fisher, 1936), a well-
known benchmark for classification problem, as an example
to show the discovery of classification rules from classifica-
tion functions. At first, we describe the transforming method
of fuzzy attributes. Then, we generate the classification rules
of Iris data. At last, we define the measures of accuracy and
show the performance of the proposed approach.

4.1. Fisher’s iris data set

We first define the proper fuzzy membership functions for
Iris data set. In Fisher’s Iris data set (Fisher, 1936), there are
four numerical attributes including sepal length, sepal
width, petal length and petal width, which are denoted as
sl, sw, pl and pw, respectively. We give three linguistic
terms, ‘short’, ‘medium’ and ‘long’, as the fuzzy sets for
each attribute. The fuzzy sets are s/_L, sl_M, sl_S, sw_L,
sw_M, sw_S, pl_L, pl_ M, pl_S, pw_L, pw_M, and pw_S. In
order to construct the fuzzy membership functions, we
calculate the statistical information about each attribute as
shown in Table 1. In our experiment, the maximum, mini-
mum, and mean are directly used to establish the triangular
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Fig. 3. The membership functions for Iris dataset.

membership functions for each fuzzy set. The membership
functions for the four attributes of Iris data are shown in
Fig. 3.

4.2. Classification rules

In Fisher’s Iris (Fisher, 1936) data set, there are 150
samples separated into three classes: ‘setosa’, ‘versicolor’
and ‘virginica’. Each class contains 50 samples. We
randomly select 25 data from each class to construct the
training set TS. After fuzzy membership functions in
Section 4.1 are applied, the data is represented by twelve
fuzzy attributes: si_L, si_M, sl_S, sw_L, sw_M, sw_S, pl_L,
pl_M, pl_S, pw_L, pw_M, and pw_S.

The parameters used in the adaptable incremental learn-
ing strategy are g = 1000, p = 0.2, a = 2 and the condition
of fitness value is set to be zero. The parameters used in
fitness function are p = 100, ¢ = —100 and a = 0. The
parameters used in GP program (Singleton, 1994) are
summarized in Table 2.

Table 2
Parameters used in the experiment of Iris

Parameters Values
Node, constant mutate weight 0.435
Mutation weight annealing 0.40
Incremental rate p 0.2
Population size 1000
Crossover weight 0.28
Crossover weight annealing 0.20
Adaptive factor « 2
Condition of fitness value 0
Generations per stage g 1000
Function set +, -, X, =
Selection method Tournament

Tournament size 7
Terminal set sl_L, si_M, sl_S, sw_L, sw_M, sw_S,
pl_L, pl_ M, pl_S, pw_L, pw_M, pw_S

After the GP learning procedure, three linear discriminant
functions are obtained as follows:

Jsetosa = (SI_S —pl_M + sw_L — pl_L)
Sversicolor = 29X pw_M — sl_M + 71 X pl_M — 67)

Hvirginica = @ X pw_L + pl_L — sw_L — sl_L — pl_M).

The functions are linear and it is easy for us to transform
them into to a set of rules. Since a = 0, we get the following
three rules:

IF(sl_S + sw_L=pl_ M + pl_L)

THEN setosa.

IFQOXpw M + 71 Xpl_M = 67 + sl_M)
THEN versicolor.

IFQXpw_L+ pl_ L =sw_L+ sl_L+ pl_M)
THEN virginica.

We compare the above discriminant functions with the
functions obtained by original attributes in the Fisher’s
Iris data set. The three discriminant functions obtained by
original attributes are:

l — j—
S setosa = sw — pl

pIX sl — pl  —4X(pw —sl)
— 119 [
f/versicolor = pw X sl 5’16
+5+sw+
pl — sl — 104
115
f/virginica =

29X pw + sl — 53"

Obviously, the discriminant functions obtained by s/, sw, pl
and pw are non-linear and it is difficult for us to understand.
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Table 3
Experimental results with fuzzy attributes

Table 5
Accuracy comparison

Fuzzy attributes

Models or methods Testing recognition rate (%)

fselosa fversicolur f;'irginicu
Setosa 25 0 0
Versicolor 0 23 2
Virginica 0 0 25
Precision (%) 100 100 92.6
Recall (%) 100 92.0 100
Average accuracy (%) 97.3
Overall accuracy (%) 97.3

4.3. Evaluations of performance

The traditional evaluation on classification usually
consists of average accuracy and overall accuracy (Wang
et al.,, 1999). However, since the task of our proposed
approach is accomplished by different discriminant function
f; for each class C;, we use two additional measures, preci-
sion and recall, to evaluate the accuracy of each discrimin-
ant function f; as well as the two traditional measures.

We define the precision and recall in the following. Let N;
be the number of objects in class C;, th be the number of
objects recognized by function f; and N’ be the number of
objects belonging to class C; and recognized by function f;.
For a specific class C;, the precision and recall for the corre-
sponding discriminant function f; are defined as Egs. (1) and
(2), respectively.

Ni
Precision = —. €))
i

A
Recall = —=. 2)
N;
Assume that |S] is the number of objects included in the set
of test data S. K is the number of classes. The definitions of
average accuracy and overall accuracy (Wang et al., 1999)
are given in Egs. (3) and (4).

LS
Average accuracy = e Z the recall of f; 3)

i=1

Table 4
Experiment results with original attributes

Original attributes

f/semsn f/versico]or flvirginica

Setosa 25 0 0
Versicolor 0 23 1
Virginica 0 0 23
Precision (%) 100 100 95.8
Recall (%) 100 92.0 92.0
Average accuracy (%) 94.7

Overall accuracy 94.7

GVS (Hong & Tseng, 1997) 96.0
FEBFC with 4 features (Lee 96.7
et al., 2001)
FRG with GA (Lin & Chen, 96.87
2001)
FEBFC with 2 selected 97.1
features (Lee et al., 2001)
FIL (Wang et al., 1999) 97.3
Our method 97.3
K .
2N

=

Overall accuracy =

1
5] “
The four different measures stand for distinct meanings of
accuracy. A discriminant function f; with higher precision
has lower misclassification rate for class C;. A discriminant
function f; with higher recall means that the f; behaves higher
recognition rate for class C;. Average accuracy stands for
the average recognition rate of all discriminant functions.
Overall accuracy presents the performance of recognition
for a classifier.

The performance of fiosas frersicolors A1 fuirginica are shown
in Table 3. The results are done by 75 test data exclude the
75 data in training set. We found that the discriminant func-
tions obtain high accuracy either in precision or in recall.
The high accuracy shows that the proposed classification
method is accurate and effective. Comparing with the results
Of ' setosas f versicolors AN f yirginica in Table 4, the results of fieosa,
Frersicolors AN fyirginica are more accurate than f”oss fversicolors
and f 'Virgimca. Although the precision in f° ! virginica 18 higher than
Firginica» tWO Objects are not recognized and lost. fiiginica CaN
recognize all objects belonging to virginica, hence, we get
better average accuracy and overall accuracy. We compare
the results with previous works in (Hong & Tseng, 1997;
Lee, Chen, Chen, & Jou, 2001; Lin & Chen, 2001; Wang et
al., 1999) in Table 5, the accuracy of proposed method is
better than the other methods.

Furthermore, we found that the learning time of the
experiment is fast. For each class of Iris dataset, the adapt-
able incremental learning strategy never spent more than
1 min. It could be used to show that the proposed learning
strategy is effective .

5. Conclusions

This paper presents an efficient algorithm to generate the
discriminant functions for fuzzy data classification based on
GP. The main method includes the adaptive incremental
learning strategy and a fitness function. The experiments
show that the proposed method has higher accuracy in the
Fisher’s Iris data set. We compared the experimental results
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with original Fisher’s Iris data set and found that the
obtained discriminant functions with fuzzy attributes are
more concise and easier than the original attributes to trans-
form into classification rules. Thus, our method can present
more knowledge than the approach of neural network. The
research of classification based on GP is a new direction.
There are relatively few works in the issue of classification
using GP. It is worth to investigate the related problems. In
the future, we will focus on the classification problem with
miss values in the data set.
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