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ABSTRACT

We provide a new axiomatic characterization of the Hirsch-index. This new characterization is based on a simple and appealing symmetry axiom which essentially imposes that the number of citations and the number of publications should be treated in the same way and should be measured in the same scale.
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1. Introduction

Over the last decade, citation analysis has become the most popular method for research assessment. The prevalent idea is that research assessment should be done by using simple and objective methods. Whereas peer review suffers from possible subjectivity, citation analysis is based on simple numbers. Hence, citation analysis seems to be inherently more accurate than peer review.

Hirsch (2005) proposed the h-index (or Hirsch-index) as a simple tool for quantifying the scientific productivity and the scientific impact of an individual researcher. The h-index is based on the researcher’s most cited articles and on the number of citations that they have received in other publications: "A scientist has index h, if h of his or her n articles have at least h citations each, whereas the other n-h articles have at most h citations each." This h-index has many advantages: It is simple to understand and easy to compute. It can be applied to any level of aggregation. It is a robust indicator; see Rousseau (2007). It is hardly influenced by heavily cited publications. It is not influenced at all by unimportant (almost never cited) publications. Although the h-index is a fairly primitive indicator, it has attracted a lot of attention among scientometricians and information scientists, and it has been applied to a variety of areas; see for instance Ball (2005), Bornmann and Daniel (2005), Bornmann and Daniel (2007), Cronin and Meho (2006), Glänzel (2006), Hirsch (2007), Liu and Rousseau (2007), Oppenheim (2007) and van Raan (2006).

Of course there are more scientific impact indices, including variants that take into account the number of authors or the age of publications. Here we only want to mention three other impact indices.

• The m-index of a researcher is his/her h-index divided by the number of years since his/her first publication. This index was also proposed by Hirsch (2005), and its idea is to compensate young researchers at the beginning of their career, who did not yet have the time to publish many papers or to gather many citations.
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The $g$-index of a researcher is the largest integer $g$ such that his/her top $g$ papers received together at least $g^2$ citations. This index was proposed by Egghe (2006a). The $h$-index does not take into account that some papers may have extraordinarily many citations, and the $g$-index tries to compensate for this; see also Egghe (2006b) and Tol (2008).

The $w$-index of a researcher is the largest integer $w$ such that his/her publication list contains $w$ papers with respectively at least 1, 2, 3, 4, …, $w$ citations. This index was proposed by Woeginger (2008). The $h$-index tends to cluster many scientists into the same index value, whereas the $w$-index leads to a somewhat finer ranking.

In this article, we provide new axiomatic characterizations for the $h$-index and the $w$-index. Both indices have already been characterized in Woeginger (2008). Marchant (2008) provides an axiomatic characterization of the ranking of scientists that results from the $h$-index. For axiomatic characterizations of many other concepts in mathematical decision making, we refer the reader to Moulin (1988). The advantage of our new characterizations is that they are based on a new, simple and appealing axiom that imposes a symmetric handling of the number of citations and the number of publications of a scientist.

The article is organized as follows: Section 2 summarizes and recalls some basic definitions around scientific impact indices. Section 3 introduces and discusses our new symmetry axiom. Section 4 discusses the old characterizations of Woeginger (2008), and formulates the new characterizations that are based on the symmetry axiom. Sections 5 and 6 provide the proofs for these characterizations.

2. Basic definitions

The following set-up is mainly taken from Woeginger (2008). A researcher with $n \geq 0$ publications is represented by a vector $x = (x_1, \ldots, x_n)$ with non-negative integer components $x_1 \geq x_2 \geq \cdots \geq x_n$; the $k$th component $x_k$ of this vector states the total number of citations to this researcher’s $k$th-most important publication. We denote by $X$ the set of all such vectors with non-increasing components. We say that a vector $x = (x_1, \ldots, x_n)$ is dominated by a vector $y = (y_1, \ldots, y_m)$, if $n \leq m$ holds and if $x_k \leq y_k$ for $1 \leq k \leq n$.

Definition 2.1. A scientific impact index is a function $f$ from the set $X$ into the set $\mathbb{N}$ of non-negative integers that satisfies the following three conditions:

- If $x$ is the empty vector, then $f(x) = 0$.
- If $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_m, 0)$, then $f(x) = f(y)$.
- Monotonicity: If $x$ is dominated by $y$, then $f(x) \leq f(y)$.

These three conditions are natural and fundamental: A researcher without output has no impact. Publications without citations have no impact, and hence cannot influence the impact of a researcher. If the citations to the output of researcher $Y$ dominate the citations to the output of researcher $X$ by publication, then $Y$ has more impact than $X$.

The following definition provides a formal mathematical description of the $h$-index introduced by Hirsch (2005) and the $w$-index introduced by Woeginger (2008). An $h$-index of at least $k$ means that there are $k$ distinct publications that all have at least $k$ citations. And a $w$-index of at least $k$ means that there are $k$ distinct publications that have at least 1, 2, 3, 4, …, $k$ citations, respectively.

Definition 2.2. The $h$-index is the scientific impact index $h : X \to \mathbb{N}$ that assigns to vector $x = (x_1, \ldots, x_n)$ the value $h(x) := \max\{k : x_k \geq k\}$.

The $w$-index is the scientific impact index $w : X \to \mathbb{N}$ that assigns to vector $x = (x_1, \ldots, x_n)$ the value $w(x) := \max\{k : x_{m} \geq k - m + 1 \text{for all } m \leq k\}$.

Furthermore we mention the $g$-index, which assigns to vector $x = (x_1, \ldots, x_n)$ the value $g(x) := \max\{k : \sum_{i=1}^{k} x_i \geq k^2\}$. Finally, we introduce six other (perhaps somewhat artificial) scientific impact indices that will be useful in the rest of the paper.

Definition 2.3. Let $x = (x_1, \ldots, x_n)$ be a vector in $X$. Consider the following scientific impact indices.

- The maximum-index $f_{\text{max}} : X \to \mathbb{N}$ is defined by $f_{\text{max}}(x) := x_1$.
- The index $f_{\text{nz}} : X \to \mathbb{N}$ assigns to $x$ the number of its non-zero components.
- The zero-index $f_{\text{z}} : X \to \mathbb{N}$ is defined by $f_{\text{z}}(x) := 0$.
- The index $f_{1} : X \to \mathbb{N}$ is defined by $f_{1}(x) := f_{\text{max}}(x) + f_{\text{nz}}(x)$.
- The index $f_{2} : X \to \mathbb{N}$ is defined by $f_{2}(x) := \max\{f_{\text{max}}(x), f_{\text{nz}}(x)\}$.
- The index $f_{3} : X \to \mathbb{N}$ is defined by $f_{3}(x) := \min\{f_{\text{max}}(x), f_{\text{nz}}(x)\}$.

3. The symmetry axiom

Fig. 1 provides two geometric illustrations for the $h$-index. Publications are depicted on the horizontal axis, and the numbers $x_1 \geq x_2 \geq \cdots \geq x_n$ of citations per publication are on the vertical axis. The area under the curve gives the total
number of citations, and the side length of the shaded square yields the \( h \)-index. The publication curve on the right hand side results by reflecting the publication curve on the left hand side with respect to the 45° line.

We now provide a mathematical definition for such reflections of publication curves. Formally, we define for every vector \( x = (x_1, \ldots, x_n) \) in \( X \) a corresponding reflected publication vector \( R(x) = (x'_1, \ldots, x'_n) \), where

\[
x'_k = |\{i : x_i \geq k\}|.
\]

For instance, for \( x = (6, 3, 3, 2, 1) \) we have \( R(x) = (5, 4, 3, 1, 1, 1) \). If vector \( x \) does not contain any zero-components, then \( R(R(x)) = x \). In the language of partitions of integers, \( x \) forms a partition of the integer \( \sum_{k=1}^n x_k \) and \( R(x) \) forms the corresponding conjugate partition; see Fig. 2 for an illustration. In a pictorial language, the publication curve corresponding to \( R(x) \) is the reflection of the publication curve corresponding to \( x \). The following axiom formulates a natural symmetry property for scientific impact indices.

**S.** For any \( x \in X \) we have \( f(x) = f(R(x)) \)

This symmetry property \( S \) treats the data on the \( x \)-axis and the data on the \( y \)-axis in the same way and with the same scale. This conveys a sense of harmonious proportionality and balance, which pleases the human eye. Note that the reflection in Fig. 1 leaves the value of the \( h \)-index unchanged. This is in fact true for all publication vectors in \( X \), and we think that at some psychological level this symmetry property \( S \) might be one of the reasons for the tremendous success of the \( h \)-index.

**Proposition 3.1.** The \( h \)-index and the \( w \)-index both satisfy axiom \( S \).

Now let us take a closer look at the impact indices introduced around Definition 2.3. The maximum-index \( f_{\max} \) and the index \( f_{\text{nz}} \) behave in a kind of dual way with respect to reflections: They satisfy \( f_{\max}(x) = f_{\text{nz}}(R(x)) \) and \( f_{\text{nz}}(x) = f_{\max}(R(x)) \) for all \( x \in X \). One immediate consequence of this observation is that \( f_{\max} \) and \( f_{\text{nz}} \) both violate axiom \( S \); for instance for \( x = (3) \) with \( R(x) = (1, 1, 1) \) we have \( f_{\max}(x) = 3 \neq 1 = f_{\text{nz}}(R(x)) \) and \( f_{\text{nz}}(x) = 1 \neq 3 = f_{\max}(R(x)) \). Another immediate consequence is the following proposition.

**Proposition 3.2.** The scientific impact indices \( f_1, f_2, \) and \( f_3 \) satisfy axiom \( S \).

Also the zero-index \( f_0 \) (trivially) satisfies axiom \( S \). Finally, we note that the \( g \)-index may violate axiom \( S \): For \( x = (9, 0, 0) \) with \( R(x) = (1, 1, 1, 1, 1, 1, 1, 1, 1) \) we have \( g(x) = 3 \neq 1 = g(R(x)) \). This actually might be considered to be a point speaking against our symmetry axiom, since the \( g \)-index is generally perceived as a very natural impact index.

![Fig. 1](image1.png) Publications are on the horizontal axis, and the numbers \( x_1 \geq x_2 \geq \cdots \geq x_n \) of citations per publication are on the vertical axis. The side length of the shaded square yields the \( h \)-index.

![Fig. 2](image2.png) The partition corresponding to \( x = (6, 3, 3, 2, 1) \) to the left, and its conjugate partition corresponding to \( R(x) = (5, 4, 3, 1, 1, 1) \) to the right.
4. Axiomatic characterizations

We first review the axiomatic characterizations for the $h$-index and the $w$-index from Woeginger (2008). These characterizations are based on a number of axioms that capture certain desired elementary properties of a scientific impact index $f : X \to \mathbb{N}$. Axiom $S$ states that if one adds a single publication to a publication list that is not substantially stronger than the current index, then this should not raise the index. Axiom $A2$ complements axiom $A1$: If one adds a single publication that is stronger than the current index, then the index should go up. Axioms $B$ and $C$ state that a minor change in the citation record should not lead to major changes in the index. Axiom $D$ deals with the situation where both the number of publications and the number of citations go up.

- **A1.** If the $(n + 1)$-dimensional vector $y$ results from the $n$-dimensional vector $x$ by adding a new article with $f(x)$ citations, then $f(y) \leq f(x)$.
- **A2.** If the $(n + 1)$-dimensional vector $y$ results from the $n$-dimensional vector $x$ by adding a new article with $f(x) + 1$ citations, then $f(y) > f(x)$.

- **B.** If the $n$-dimensional vector $y$ results from the $n$-dimensional vector $x$ by increasing the number of citations of a single article, then $f(y) \leq f(x) + 1$.
- **C.** If the $n$-dimensional vector $y$ results from the $n$-dimensional vector $x$ by increasing the number of citations of every article by at most one, then $f(y) \leq f(x) + 1$.
- **D.** If the $(n + 1)$-dimensional vector $y$ results from the $n$-dimensional vector $x$ by first adding an article with $f(x)$ citations and afterwards increasing the number of citations of every article by at least one, then $f(y) > f(x)$.

Woeginger (2008) showed that these axioms can be used to concisely characterize the $h$-index and the $w$-index.

**Proposition 4.1.** (Woeginger, 2008)

(i) A scientific impact index $f : X \to \mathbb{N}$ satisfies the three axioms $A1$, $B$, and $D$, if and only if it is the $h$-index.

(ii) A scientific impact index $f : X \to \mathbb{N}$ satisfies the three axioms $A2$, $B$, and $C$, if and only if it is the $w$-index.

Woeginger (2008) discusses these axioms, and states that $A1$, $A2$, $C$, and $D$ are compelling, and precisely express one’s intuition how a scientific impact index should behave. In contrast to this, axiom $B$ is harder to justify. John Nash, for instance, has only published three influential papers in game theory before leaving the field; in 1994 he was awarded the Nobel prize in Economics for these three papers. Hence it is not at all obvious that a single very successful publication should never allow one’s index to take off, as axiom $B$ imposes.

In this article we will demonstrate that in Proposition 4.1 the somewhat unappealing axiom $B$ may be replaced by the simple symmetry axiom $S$; see Theorems 4.2 and 4.3. Furthermore, we will show that our characterizations in these two theorems are tight in the following sense: We cannot drop any of the three characterizing axioms, without losing their uniqueness conclusion.

**Theorem 4.2.** (Characterization of the $h$-index).

A scientific impact index $f : X \to \mathbb{N}$ satisfies the three axioms $A1$, $S$, and $D$, if and only if it is the $h$-index.

Furthermore, there exist scientific impact indices that satisfy

(a) the axioms $D$ and $S$, but not $A1$;
(b) the axioms $A1$ and $S$, but not $D$;
(c) the axioms $A1$ and $D$, but not $S$.

**Theorem 4.3.** (Characterization of the $w$-index).

A scientific impact index $f : X \to \mathbb{N}$ satisfies the three axioms $A2$, $S$, and $C$, if and only if it is the $w$-index.

Furthermore, there exist scientific impact indices that satisfy

(a) the axioms $C$ and $S$, but not $A2$;
(b) the axioms $A2$ and $S$, but not $C$;
(c) the axioms $A2$ and $C$, but not $S$.

The $h$-index in fact satisfies the axioms $A1$, $B$, $C$, $D$, and $S$, but violates $A2$. The $w$-index satisfies the axioms $A2$, $B$, $C$, $D$, and $S$, but violates $A1$. The Theorems 4.2 and 4.3 will be proved in Sections 5 and 6, respectively.

5. The proofs for the $h$-index

In this section we prove Theorem 4.2. We first prove the characterization of the $h$-index in terms of the three axioms. One direction of the proof is straightforward, since the $h$-index clearly satisfies the three axioms $A1$, $S$, and $D$. For the other
direction of the proof, we consider an arbitrary index $f$ that satisfies axioms A1, S, and D. We start with the following technical lemma.

**Lemma 5.1.** For $k \geq 0$, let $u^{[k]}$ denote the $k$-dimensional vector that consists of exactly $k$ components of value exactly $k$. Then $f(u^{[k]}) = k$.

**Proof.** First, we will argue that $f(u^{[k]}) \leq k$ holds for every $k \geq 0$. Suppose for the sake of contradiction that there exists a counter-example that satisfies $\ell := f(u^{[k]}) \geq k + 1$.

- Let $y$ denote the vector that consists of $k$ components of value $k + 1$ and of one component of value $\ell + 1$. Axiom D yields $f(y) > f(u^{[k]}) = \ell$, and hence $f(y) \geq \ell + 1$. The reflected vector $R(y)$ consists of $k + 1$ components of value $k + 1$ and of $\ell - k$ components of value 1. Axiom S yields $f(R(y)) = f(y) \geq \ell + 1$.

- Let $z$ denote the vector that results from $u^{[k]}$ by adding $\ell + 1$ components of value $\ell$. By $\ell$ applications of axiom A1 we get $f(z) \leq f(u^{[k]}) = \ell$. Since also dominates $u^{[k]}$, we conclude $f(z) = \ell$.

Let us summarize: Vector $R(y)$ consists of $\ell + 1$ components that are all less than or equal to $k + 1$. Vector $z$ contains $\ell + 1$ components of value $\ell$. Since $\ell \geq k + 1$, vector $z$ dominates vector $R(y)$. Monotonicity yields $f(z) \geq f(y)$, which contradicts $f(z) = \ell$ or $f(R(y)) \geq \ell + 1$. Hence $f(u^{[k]}) \leq k$ holds indeed for every $k \geq 0$.

Next, we prove by induction on $k \geq 0$ that $f(u^{[k]}) = k$. The statement for $k = 0$ follows from Definition 2.1. In the inductive step, we derive from the inductive assumption and from axiom D that $f(u^{[k+1]}) > f(u^{[k]}) = k$. Hence $f(u^{[k+1]}) \geq k + 1$. The above upper bound $f(u^{[k+1]}) \leq k + 1$ implies the desired $f(u^{[k+1]}) = k + 1$. □

Now let us show that $f$ coincides with the $h$-index. Consider an arbitrary vector $x = (x_1, \ldots, x_n)$, and let $k := h(x)$.

- The vector $y$ results from $u^{[k]}$ by adding $x_1 - k$ components of value $k$. Axiom A1 and monotonicity together yield $f(y) = f(u^{[k]}) = k$.
- The vector $R(y)$ consists of $k$ components of value $x_1$. Axiom S yields $f(R(y)) = k$.
- The vector $z$ results from $R(y)$ by adding $n - k$ components of value $k$. Axiom A1 and monotonicity together yield $f(z) = f(R(y)) = k$.

Vector $z$ consists of $k$ components of value $x_1$ and of $n - k$ components of value $k$. Hence it dominates $x$, and monotonicity yields $k = f(z) \geq f(x)$. Since $x$ dominates $u^{[k]}$, we also have $f(x) \geq k$. Altogether, this yields $f(x) = k = h(x)$. This completes the proof of the characterization part of Theorem 4.3.

To see that the characterization is tight, we use the following three indices. For (a) we use the $w$-index. For (b) we use the zero-index $f_0$ from Definition 2.3; the zero-index satisfies axioms A1, B, C, S, but violates A2 and D. For (c) we use the maximum-index $f_{\max}$ from Definition 2.3; the maximum-index satisfies axioms A1, A2, C, D, but violates B and S. This completes the proof of Theorem 4.3.

6. The proofs for the $w$-index

In this section we will establish Theorem 4.3. We first prove the characterization of the $w$-index in terms of the three axioms A2, S, and C. One direction of the proof is straightforward, since the $w$-index clearly satisfies the three axioms A2, S, and C. For the other direction of the proof, we consider an arbitrary index $f$ that satisfies axioms A2, S, and C. We start with some technical lemmas.

**Lemma 6.1.** If all components of a vector $x$ are less than or equal to $m$, then $f(x) \leq m$. If a vector $x$ has at most $m$ non-zero components, then $f(x) \leq m$.

**Proof.** The first statement follows by an easy inductive argument: We start from an all-zero vector, apply Definition 2.1, and then repeatedly apply axiom C. The second statement follows by applying the symmetry axiom S to the first statement. □

**Lemma 6.2.** For $k \geq 0$, let $u^{[k]} = (k, k - 1, \ldots, 2, 1, 0)$. Then $f(u^{[k]}) = k$.

**Proof.** The proof is done by induction. The case $k = 0$ is trivial. In the inductive step, the inductive assumption and axiom A2 together yield that $f(u^{[k+1]}) > f(u^{[k]}) = k$, and Lemma 6.1 yields $f(u^{[k+1]}) \leq k + 1$. This gives $f(u^{[k+1]}) = k + 1$, as desired. □

**Lemma 6.3.** Let $x = (x_1, \ldots, x_n)$ be a vector that satisfies $x_m \leq k - m + 1$ for some $k \geq 0$ and $m \geq 1$. Then $f(x) \leq k$.

**Proof.** The proof is done by induction on $k$. For $k = 0$, the only relevant case is $m = 1$. Then $x_1 \leq 0$ and $x = (0, 0, \ldots, 0)$, and the statement is implied by Definition 2.1.

In the inductive step, we consider a vector $x$ that satisfies $x_m \leq k - m + 2$ for some $m \geq 1$. We branch into two cases. The first case deals with $x_m = 0$. Then $m \leq k + 2$, and vector $x$ contains at most $k + 1$ non-zero components. Then Lemma 6.1 yields $f(x) \leq k + 1$, as desired. The second case deals with $x_m \geq 1$. We decrease all non-zero components in $x$ by 1, while
leaving the zero-components untouched. The resulting vector is denoted \( y = (y_1, \ldots, y_n) \). Then \( y_m = x_m - 1 \leq k - m + 1 \), and the inductive assumption yields \( f(y) \leq k \). Axiom C yields \( f(x) \leq f(y) + 1 \leq k + 1 \). \( \square \)

Now let us finally show that \( f \) coincides with the \( w \)-index. Consider an arbitrary vector \( x = (x_1, \ldots, x_n) \), and let \( k := w(x) \). According to Definition 2.2 then \( x_m \geq k - m + 1 \) must hold for all \( m \leq k \).

- If \( n = k \), then Lemma 6.1 yields \( f(x) \leq k \). Since \( x \) dominates \( v^{[k]} \), we also have \( f(x) \geq k \). Hence \( f(x) = k \).
- If \( n > k \), then at least one of the inequalities \( x_m \geq k - m + 1 \) must hold as equality. This equality together with Lemma 6.3 yields \( f(x) \leq k \). Since \( x \) dominates \( v^{[k]} \), we also have \( f(x) \geq k \). Hence \( f(x) = k \).

In both cases, we end up with \( f(x) = k = w(x) \). This completes the proof of the characterization part of Theorem 4.3.

To see that the characterization is tight, we use the following three indices. For (a) we use the \( h \)-index or the zero-index. For (b) we use the index \( f_1 \) from Definition 2.3. This index \( f_1 \) satisfies axioms A2, D, S, but violates A1, B, C. In particular axiom C is violated by \( x = (2, 0, 0) \) and \( y = (3, 1, 1) \) with \( f_1(x) = 3 \) and \( f_1(y) = 6 \). For (c) we use the maximum-index \( f_{\text{max}} \) from Definition 2.3; the maximum-index satisfies axioms A1, A2, C, D, but violates B and S. This completes the proof of Theorem 4.3.
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