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Abstract One important Artificial Intelligence tool for au-
tomatic control is the use of fuzzy logic controllers, which
are fuzzy rule-based systems comprising expert knowledge
in form of linguistic rules. These rules are usually con-
structed by an expert in the field of interest who can link
the facts with the conclusions. However, this way to work
sometimes fails to obtain an optimal behaviour. To solve this
problem, within the framework of Machine Learning, some
Artificial Intelligence techniques could be successfully ap-
plied to enhance the controller behaviour.

Rule selection methods directly obtain a subset of rules
from a given fuzzy rule set, removing inefficient and re-
dundant rules and, thereby, enhancing the controller inter-
pretability, robustness, flexibility and control capability. Be-
sides, different parameter optimization techniques could be
applied to improve the system accuracy by inducing a better
cooperation among the rules composing the final rule base.

This work presents a study of how two new tuning ap-
proaches can be applied to improve FLCs obtained from the
expert’s experience in non trivial problems. Additionally, we
analyze the positive synergy between rule selection and tun-
ing techniques as a way to enhance the capability of these
methods to obtain more accurate and compact FLCs. Finally,
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in order to show the good performance of these approaches,
we solve a real-world problem for the control of a heating,
ventilating and air conditioning system.
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Linguistic 3-tuples representation · Rule selection

1 Introduction

One important Artificial Intelligence tool for automatic con-
trol is the use of Fuzzy Logic Controllers (FLCs). FLCs
are Fuzzy Rule-Based Systems (FRBSs) comprising expert
knowledge in form of linguistic rules. Frequently, these rules
are constructed by experts in the field of interest who can
link the facts or evidence with the conclusions. In case of
simple problems, an expert should have no problems in
obtaining appropriate rules presenting a good cooperation.
However, in the case of real complex problems with many
variables and rules, this way to work fails to obtain an opti-
mal performance as it is very difficult for human beings to
ensure a good cooperation among rules.

To solve this problem, within the framework of Machine
Learning, some Artificial Intelligence techniques could be
successfully applied to enhance the controller performance.
One of the most widely-used approaches for improving the
performance of FRBSs, known as tuning, consists of refin-
ing a previous definition of the Data Base (DB) once the
Rule Base (RB) has been obtained [1, 7, 11, 17, 23, 24] (in
our case by experts). Classically, the tuning methods refine
the three definition parameters that identify triangular Mem-
bership Functions (MFs) associated to the labels comprising
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the DB [11, 12] in order to find its best global configuration
(to induce to the best cooperation among the rules). How-
ever, in the case of problems with many variables, the de-
pendency among MFs and the dependency among the three
definition points, leads to tuning models handling very com-
plex search spaces which affect the good performance of the
optimization methods [4].

Recently, two new linguistic rule representation models
have been proposed in order to face this particular prob-
lem [4, 5]:

– The first one was proposed to perform a genetic lateral
tuning of MFs [4]. This new approach is based on the lin-
guistic 2-tuples representation [16] that allows the sym-
bolic translation of a label by only considering one para-
meter per label and therefore involves a reduction of the
search space that eases the derivation of optimal models
with respect to the classic tuning.

– The second one was presented to perform a fine genetic
Lateral and Amplitude tuning (LA-tuning) of MFs [5].
This is based on the linguistic 3-tuples approach [5] by
proposing a new symbolic representation with three val-
ues (s, α, β), respectively representing a label, the lateral
displacement and the amplitude variation of the support
of this label. Tuning of both parameters also involves a
reduction of the search space that eases the derivation of
optimal models with respect to the classic tuning.

In addition, rule selection methods directly obtain a sub-
set of rules from a given fuzzy rule set, removing inefficient
and redundant rules and, thereby, enhancing the controller
interpretability, robustness, flexibility and control capabil-
ity [10, 21, 22, 25, 26]. In this way, the combination of
tuning techniques with rule selection methods can present
a positive synergy, reducing the tuning search space, easing
the system readability and even improving the system accu-
racy.

In this work, we present a study of how these new tuning
approaches can be applied to improve FLCs obtained from
the expert’s experience in non trivial problems. Addition-
ally, we analyze the positive synergy between rule selection
and tuning techniques as a way to enhance the capability of
these methods to obtain more accurate and compact FLCs.
To show the good performance of these approaches we solve
a real-world problem in the control of a Heating, Ventilating
and Air Conditioning (HVAC) system [1], in which the ini-
tial FLC is obtained by experts.

This paper is arranged as follows. The next section
presents the lateral tuning, the linguistic rule representa-
tion model (based on the linguistic 2-tuples) and details the
evolutionary method proposed to perform the lateral tuning
of FLCs. Section 3 presents the LA-tuning, the linguistic
rule representation model (based on the linguistic 3-tuples)

and describes the evolutionary algorithm to perform the LA-
tuning. In Sect. 4, the cooperation between each tuning ap-
proach and a rule selection mechanism is analysed, present-
ing the evolutionary methods to perform them together. Sec-
tion 5 presents a case study in a HVAC system control prob-
lem, establishing the objective function and describing the
initial FLC variables and structure. Section 6 shows an ex-
perimental study of the methods behaviour applied to that
problem. Finally, Sect. 7 points out some conclusions.

2 Lateral tuning of fuzzy logic controllers

This section introduces the lateral tuning of fuzzy systems,
presenting the new structure of fuzzy rule and a global
semantics-based tuning approach. Next, an evolutionary
post-processing method to perform lateral tuning of FLCs
obtained by experts is described. This method is based on
that proposed in [4] for the global lateral tuning of FRBSs.

2.1 Linguistic 2-tuples re-presented rule and lateral tuning

In [4], a new model of tuning of FRBSs was proposed con-
sidering the linguistic 2-tuples representation scheme intro-
duced in [16], that allows the lateral displacement of the
support of a label maintaining the interpretability associ-
ated with the final linguistic model at a reasonable level.
This new tuning approach was based on a simple data-driven
learning method and a Genetic Algorithm (GA) guided by
example data and considering a generational approach.

In [16], the lateral displacement represented by a linguis-
tic 2-tuple is named symbolic translation of a linguistic la-
bel. The symbolic translation of a label is a number within
the interval [−0.5,0.5), expressing this interval the domain
of a label when it is moving between its two adjacent lateral
labels (see Fig. 1a). Let us consider a set of labels S repre-
senting a fuzzy partition. Formally, to represent the symbolic
translation of a label in S we have the 2-tuple,

(si , αi), si ∈ S, αi ∈ [−0.5,0.5).

In fact, the symbolic translation of a label involves the lateral
displacement of its associated MF. As an example, Fig. 1
shows the symbolic translation of a label represented by the
pair (s2,−0.3) together with the lateral displacement of the
corresponding MF. Both the linguistic 2-tuples representa-
tion model and the elements needed for linguistic informa-
tion comparison and aggregation, are presented and applied
to the Decision Making framework in [16].

In the context of FRBSs, the linguistic 2-tuples could be
used to represent the MFs comprising the linguistic rules.
This way to work, introduces a new model for rule repre-
sentation that allows the tuning of the MFs by learning their
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Fig. 1 Symbolic translation of a linguistic label and lateral displacement of the involved MF

respective lateral displacements. Next, we present this ap-
proach by considering a simple control problem.

Let us consider a control problem with two input vari-
ables (X1, X2), one output variable (Y) and an initial DB
defined by experts to determine the MFs for the following
labels:

X1: Error → {Negative,Zero,Positive},
X2: �Error → {Negative,Zero,Positive},
Y: Power → {Low,Medium,High}.

Based on this DB definition, examples of classic and lin-
guistic 2-tuples represented rules are:

– Classic Rule,

Ri : If the error is Zero and the �Error is Positive
Then the Power is High.

– Rule with 2-Tuples Representation,

Ri : If the error is (Zero, 0.3) and the �Error is
(Positive, −0.2) Then the Power is (High, −0.1).

Analysed from point of view of rule interpretability, we
could interpret the 2-tuples represented rule (i.e., a tuned
rule) as:

If the Error is “higher than Zero” and

the �Error is “a little smaller than Positive”.

Then the Power is “a bit smaller than High”.

In [4], two different rule representation approaches were
proposed, a global approach and a local approach. In our
particular case, the learning is applied to the level of lin-
guistic partitions (global approach). In this way, the pair (Xi ,

label) takes the same α value in all the rules where it is con-
sidered. For example, Xi is (High, 0.3) will present the same
value for those rules in which the pair “Xi is High” was ini-
tially considered. That is to say, only one displacement pa-
rameter is considered for each label on the DB.

The main difference between lateral tuning and the clas-
sic approach is the reduction of the search space focusing
the search only on the MF support position, since the 3 pa-
rameters usually considered per label are reduced to only
1 symbolic translation parameter. Although lateral tuning
has less freedom than the classic approach, the reduction
of the search space could lead to improved performance of
the tuning method, especially in complex or highly multidi-
mensional problems, since this allows us to obtain easily the
best global interaction between the MFs, thereby ensuring
a good covering degree of the input data. Other important
aspect is that, from the parameters α applied to each label,
we could obtain the equivalent triangular MFs, by which a
FRBS based on linguistic 2-tuples could be represented as a
classic Mamdani FRBS [28, 29].

In this work, the fuzzy reasoning method considered is
the minimum t-norm playing the role of implication and con-
junctive operators, and the centre of gravity weighted by
the matching strategy acts as defuzzification operator. These
kinds of inference are applied once the 2-tuples represented
model is transformed to (represented by) its equivalent clas-
sic Mamdani FRBS.

2.2 Algorithm for the lateral tuning

To perform the lateral tuning of MFs, in these kinds of com-
plex problems, we consider a GA based on the well-known
steady-state approach. The steady-state approach [35] con-
sists of selecting two of the best individuals in the population
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and combining them to obtain two offspring. These two new
individuals are included in the population replacing the two
worst individuals if they are better adapted. An advantage
of this technique is that good solutions are used as soon as
they are available. Therefore, the convergence is accelerated
while the number of evaluations needed is decreased.

In the following, the components needed to design this
process are explained. They are: coding scheme and initial
gene pool, chromosome evaluation, genetic operators and a
restarting approach to avoid premature convergence.

– Coding Scheme—For the CT part, a real coding is consid-
ered, i.e., the real parameters are the GA representation
units (genes). This part is the joining of the α parame-
ters of each fuzzy partition. Let us consider the following
number of labels per variable:

(m1,m2, . . . ,mn),

with n being the number of system variables. Then, a
chromosome has the form (where each gene is associa-
ted to the lateral displacement of the corresponding label
in the DB),

CT = (c11, . . . , c1m1, c21, . . . , c2m2, . . . , cn1, . . . , cnmn).

See the CT part of Fig. 5 (in Sect. 4) for a graphical ex-
ample of coding scheme considering this approach.

– Initial Gene Pool—To make use of the available informa-
tion, the initial FRBS obtained from expert knowledge is
included in the population as an initial solution. To do so,
the initial pool is obtained with the first individual having
all genes with value ‘0.0’, and the remaining individuals
generated at random in [−0.5, 0.5).

– Evaluating the Chromosome—The fitness function de-
pends on the problem being solved (see Sect. 5.1 for our
particular case of study).

– Genetic Operators—In part, the crossover operator is
based on the concept of environments (the offspring
are generated in an interval generated around their par-
ents). These kinds of operators present good coopera-
tion when they are introduced within evolutionary mod-
els forcing the convergence by pressure on the offspring
(as in the case of the steady-state approach). Particu-
larly, we consider a BLX-α crossover [14] and a hy-
brid between a BLX-α and an arithmetic crossover [18]
(Fig. 2 shows the performance of these kinds of oper-
ators, which allows the offspring genes to be around
a wide zone determined by both parent genes). In this
way, the crossover operator is described as follows. Let
us assume that X = (x1, . . . , xg) and Y = (y1, . . . , yg),
(xi, yi ∈ [ai, bi] ⊂ �, i = 1, . . . , g), are two real-coded
chromosomes that are going to be crossed:

1. Using the BLX-α crossover [14] (with α = 0.3),
one descendent Z = (z1, . . . , zg) is obtained, where

Fig. 2 Diagram of performance of the crossover operators based on
environments

zi is randomly (uniformly) generated within the in-
terval [li , ui], with li = max{ai, cmin − I }, ui =
min{bi, cmax +I }, cmin = min{xi, yi}, cmax = max{xi,

yi} and I = (cmax − cmin) · α.
2. The application of an arithmetic crossover [18] in the

wider interval considered by the BLX-α, [li , ui], re-
sults in the next descendent:

V with vi = a · li + (1 − a) · ui,

where ai and bi are respectively −0.5 and 0.5, and a ∈
[0,1] is a random parameter generated each time this
crossover operator is applied. In this way, this opera-
tor performs the same gradual adaptation in each gene,
which involves a faster convergence in the algorithm.

Besides, no mutation will be considered in order to favour
the exploitation with respect to the exploration. For this
reason, we also consider a restarting approach to avoid
local optima.

– Restarting Approach—To get away from local optima,
this algorithm uses a restart approach [13]. In this case,
the best chromosome is maintained and the remaining
are generated at random within the corresponding vari-
ation intervals [−0.5,0.5). It follows the principles of
CHC [13], performing the restart procedure when the dif-
ference between the worst and the best chromosome fit-
ness values is less than 1% of the initial solution fitness
value. This way to work allows the algorithm to perform a
better exploration of the search space and to avoid getting
stuck at local optima.

Finally, the main steps of the algorithm can be found in
Fig. 3 by taking into account the described components.

3 The LA-tuning of fuzzy logic controllers

This section introduces the lateral and amplitude tuning of
fuzzy systems, presenting the new structure of fuzzy rule
and a global semantics-based tuning approach. Then, the
evolutionary post-processing method to perform LA-tuning
of FLCs obtained by experts is described. This method is
based on that proposed in [5] for the global LA-tuning of
FRBSs.
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Fig. 4 Lateral and amplitude variation of the MF associated to s2

1. Generate the initial population with N chromosomes.
2. Evaluate the population. Let Fini be the fitness of the initial solu-

tion obtained by experts.
3. Perform a probabilistic selection of two of the best individuals in

the population.
4. Cross these individuals to obtain two offspring (hybrid BLX-

α/arithmetic).
5. Evaluate the two offspring.
6. Replace the two worst individuals in the population by the two

new individuals if they are better adapted. Let Fbest and Fworst

be the best and the worst chromosome fitness values.
7. If (Fworst −Fbest < 0.01 ∗Fini ), restart the entire population but

the best.
8. If the maximum number of evaluations is not reached, go to

Step 3.

Fig. 3 Scheme of the algorithm

3.1 Linguistic 3-tuples re-presented rule and LA-tuning

The LA-tuning [5] is an extension of the lateral tuning to
perform also a tuning of the support amplitude of the MFs.
This new approach was also based on a simple data-driven
learning method and a GA guided by example data and con-
sidering a generational approach.

Determining the amplitude of a MF is a way to decide
which examples are covered or not, better grouping a set of
data. Therefore, tuning the amplitude of the MFs can help,

– To decrease the number of negative examples (those cov-
ered in the antecedents but not in the consequents),

– To increase the number of positive examples (those cov-
ered in the antecedents and also in the consequents), or

– To reduce the number of rules if a rule selection method
is considered.

To adjust the displacements and amplitudes of the MF
supports we propose a new rule representation model that
considers two parameters, α and β , relatively representing
the lateral displacement and the amplitude variation of a la-
bel. In this way, each label can be represented by a 3-tuple
(s, α, β), where α is a number within the interval [−0.5,0.5)
that expresses the domain of a label when it is moving
between its two adjacent lateral labels (as in the 2-tuples
representation), and β is also a number within the interval
[−0.5,0.5) that allows to increase or reduce the support am-
plitude of a label until 50% of its original size. Let us con-
sider a set of labels S representing a fuzzy partition. For-
mally, we have the triplet,

(si , αi, βi), si ∈ S, {αi,βi} ∈ [−0.5,0.5).

As an example, Fig. 4 shows the 3-tuple represented la-
bel (s2,−0.3,−0.25) together with the lateral displacement
and amplitude variation of the corresponding MF. Let cs2

and as2 be the right and the left extreme of the si sup-
port, and Sups2

be its size. The support of the new label
s′

2 = (s2,−0.3,−0.25), can be computed in the following
way:

Sups′
2
= Sups2

+ β ∗ Sups2
, with Sups2

= cs2 − as2 .

In [5], two different rule representation approaches were
proposed for the LA-tuning of MFs, a global approach and
a local a pproach. In our case, the tuning is applied to the
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level of linguistic partitions (global approach). In this way,
the pair (Xj , label) takes the same tuning values in all the
rules where it is considered. For example, Xj is (High, 0.3,
0.1) will present the same values for those rules in which
the pair “Xj is High” was initially considered. Notice that,
since symmetrical triangular MFs and a FITA (First Infer,
Then Aggregate) fuzzy inference was considered (the same
presented in Sect. 2.1), a tuning of the amplitude of the con-
sequents has no sense, by which the β parameter will be
applied only on the antecedents.

In the context of FRBSs, considering the same control
problem of Sect. 2.1, an example of a 3-tuples represented
rule is (amplitude variation only applied in the antecedents):

Ri : If the error is (Zero, 0.3, 0.1) and the �Error is

(Positive, −0.2,−0.4). Then the Power is (High, −0.1).

Analised from the rule interpretability point of view, we
could interpret the lateral displacement as said in Sect. 2.1.
However, it is not clear a meaning for the amplitude factor β .
In this way, if the final MFs are more or less well distributed
and no strong amplitude changes have been performed, an
expert could perhaps rename these labels giving them a more
or less representative meaning. In any case, the tuning of the
support amplitude keeps the shape of the MFs (triangular
and symmetrical). In this way, from the parameters α and β

applied to each linguistic label, we could obtain the equiva-
lent triangular MFs, by which the last tuned FRBS could be
finally represented as a classic Mamdani FRBS [28, 29].

Both approaches, lateral tuning and LA-tuning, present a
good trade-off between interpretability and accuracy. How-
ever, this approach is closer to the accuracy than the lat-
eral tuning, being this last closer to the interpretability.
The choice between how interpretable and how accurate the
model must be, usually depends on the user’s preferences
for a specific problem and it will condition the selection of
the type of tuning considered (lateral or LA-tuning).

In this case, the search space increases with respect to the
lateral tuning of MFs, making more difficult the derivation
of optimal models. However, this approach still involves a
reduction of the search space with respect to the classic tun-
ing (one less parameter per MF), which is still well handled
by means of a smart use of the search technique.

3.2 Algorithm for the LA-tuning

To perform an LA-tuning of FLCs obtained by experts we
consider the same algorithm presented in Sect. 2.2 for the
lateral tuning of MFs by changing the coding scheme to also
consider the amplitude parameters.

In this case, the coding scheme consists in the joining of
the parameters of the fuzzy partitions, lateral (CL) and am-
plitude (CA) tuning. Let us consider the following number

of labels per variable: (m1, . . . ,mn), with n being the num-
ber of system variables (n − 1 input variables and 1 out-
put variable). Next, a chromosome has the following form
(where each gene is associated to the tuning value of the
corresponding label),

CT = (CL + CA),

CL = (cL
11, . . . , c

L
1m1, . . . , c

L
n1, . . . , c

L
nmn),

CA = (cA
11, . . . , c

A
1m1, . . . , c

A
(n−1)1, . . . , c

A
(n−1)mn−1).

See the CT part of Fig. 6 (in the next section) for a graphical
example of coding scheme considering this approach.

4 Interaction between rule selection and the tuning
approaches

Sometimes, a large number of fuzzy rules must be used to
reach an acceptable degree of accuracy. However, an ex-
cessive number of rules makes it difficult to understand the
model operation. Moreover, we may find different kinds of
rules in a large fuzzy rule set: irrelevant rules, which do
not contain significant information; redundant rules, whose
actions are covered by other rules; erroneous rules, which
are incorrectly defined and distort the FRBS performance;
and conflicting rules, which perturb the FRBS performance
when they coexist with others. These kinds of rules are usu-
ally obtained in non trivial problems when the final RB is
generated by only considering the expert’s knowledge.

To face this problem, a fuzzy rule set reduction process
can be developed to achieve the goal of minimizing the num-
ber of rules used while maintaining (or even improving) the
FRBS performance. To do that, erroneous and conflicting
rules that degrade the performance are eliminated, obtain-
ing a more cooperative fuzzy rule set and therefore involv-
ing a potential improvement in the system accuracy. More-
over, in many cases accuracy is not the only requirement of
the model but also interpretability becomes an important as-
pect. Reducing the model complexity is a way to improve
the system readability, i.e., a compact system with few rules
requires a minor effort to be interpreted.

Fuzzy rule set reduction is generally applied as a post-
processing stage, once an initial fuzzy rule set has been de-
rived. We may distinguish between two main different ap-
proaches to obtain a more compact fuzzy rule set:

– Selecting fuzzy rules—This involves obtaining an optimal
subset of fuzzy rules from a previous fuzzy rule set by
selecting some of them. We may find several methods in
rule selection, with different search algorithms that look
for the most successful combination of fuzzy rules [10,
21, 22, 25].

In [26], an interesting heuristic rule selection proce-
dure is proposed where, by means of statistical measures,
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a relevance factor is computed for each fuzzy rule in the
linguistic FRBSs to subsequently select the most relevant
ones. The philosophy of ordering the fuzzy rules with re-
spect to an importance criterion and selecting a subset of
the best seems something similar to the well-known or-
thogonal transfor mation-methods considered by Takagi-
Sugeno-type FRBSs [33, 34].

– Merging fuzzy rules—This is an alternative approach that
reduces the fuzzy rule set by merging the existing rules.
In [27], the authors propose merging neighbouring rules,
i.e., fuzzy rules where the linguistic terms used by the
same variable in each rule are adjacent. Another pro-
posal is presented in [19], where a special considera-
tion to the merging order is made. In Takagi-Sugeno-
type FRBSs, processes that simplify the fuzzy models by
merging fuzzy rules have also been proposed [30–32].

These kinds of techniques for rule reduction could easily
be combined with other post-processing techniques to ob-
tain more compact and accurate FRBSs. In this way, several
works have considered the selection of rules together with
the tuning of MFs by coding all of them (fuzzy rules and
tuning parameters) within the same chromosome [9, 15].

4.1 Positive synergy between both approaches

There are several reasons explaining the positive synergy be-
tween the rule selection and the tuning of MFs. Some of
them are:

– The tuning process is affected when erroneous or conflic-
tive rules are included in the initial RB. When the RB of a
model being tuned contains bad rules (greatly increasing
the system error), the tuning process tries to reduce the ef-
fect of these kinds of rules, adapting them and the remain-
ing ones to avoid the bad performance of such rules. This
way of working imposes strict restrictions, reducing the
process ability to obtain precise linguistic models. Fur-
thermore, in some cases this also affects the interpretabil-
ity of the model, since the MFs comprising bad rules do
not have the shape and location which best represents the
information being modelled.

This problem grows as the problem complexity grows
(i.e., problems with a large number of variables and/or
rules) and when the rule generation method does not
ensure the generation of rules with good quality (e.g.,
when the initial RB is obtained by experts). In these
cases, the tuning process is very complicated because
the search ability is dedicated to reducing the bad per-
formance of some rules instead of improving the per-
formance of the remaining ones. In these cases, rule
selection could help the tuning mechanism by remov-
ing the rules that really degrade the accuracy of the
model.

– Sometimes redundant rules can not be removed by only
using a rule selection method, since these kinds of rules
could reinforce the action of poor rules improving the
model accuracy. The tuning of MFs can change the per-
formance of these rules making the reinforce ment ac-
tion unnecessary, and therefore, helping the rule selection
technique to remove redundant rules.

Therefore, combining rule selection and tuning approa-
ches could cause important improvements in the system ac-
curacy, maintaining the interpretability at an acceptable level
[3, 9, 15]. However, in some cases, the search space con-
sidered when both techniques are combined is too large,
which could provoke the derivation of sub-optimal mod-
els [9].

In this section, we propose the selection of a cooperative
set of rules from a candidate fuzzy rule set together with the
lateral or LA-tuning. This pursues the following aims:

– To improve the linguistic model accuracy selecting the set
of rules best cooperating while lateral or LA-tuning is per-
formed to improve the global configuration of MFs.

– To obtain simpler, and thus easily understandable, linguis-
tic models by removing unnecessary or unimportant rules.

– To favour the combined action of the tuning and rule se-
lection strategies (which involves a larger search space)
by considering the simpler search space of the lateral or
LA-tuning (only one or two parameters per label).

4.2 Algorithms for tuning and rule selection

To select the subset of rules which cooperate best and to ob-
tain the tuning parameters, we consider a GA which codes
all of them (rules and parameters) in one chromosome. In
this way, we present two methods (one performing lateral
tuning and the other performing LA-tuning) that are based
on the algorithms proposed in Sects. 2.2 and 3.2, again con-
sidering the steady-state approach [35].

To do so, we must take into account the existence of
binary genes (rule selection) and real values within the
same chromosome. Therefore, the algorithms proposed in
Sects. 2.2 and 3.2 are changed in order to consider a double
coding scheme and to apply the appropriate genetic opera-
tors for each chromosome part. The following changes are
considered in both algorithms in order to integrate the re-
duction process with the tuning of MFs:

– Coding Scheme—A double coding scheme for both tun-
ing of parameters and rule selection is considered:

C = CT + CS.

In this case, the previous approaches (part CT ) are com-
bined with the rule selection by allowing an additional
binary vector CS that directly determines when a rule is
selected or not (alleles ‘1’ and ‘0’ respectively).
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Fig. 5 Example of coding scheme considering lateral tuning and rule selection

Fig. 6 Example of coding scheme considering LA-tuning and rule selection

Considering the M rules contained in the prelimi-
nary/candidate rule set, the chromosome part,

CS = (c1, . . . , cM),

represents the subset of rules composing the final rule
base, such that:

If ci = 1 then (Ri ∈ RB) else (Ri 	∈ RB),

with Ri being the corresponding ith rule in the candidate
rule set and RB the final rule base. Figures 5 and 6 re-
spectively show an example of correspondence between a
chromosome and its associated KB considering the lateral
tuning and considering the LA-tuning.

• Initial gene pool—The initial pool is obtained with an in-
dividual having all genes with value ‘0.0’ in the CT part
and ‘1’ in the CS part, and the remaining individuals gen-
erated at random in [−0.5,0.5) and {0, 1} respectively.

– Crossover—The crossover operator presented in Sect. 2.2
for the CT part combined with the standard two-point
crossover in the CS part. The two-point crossover opera-
tor involves exchanging the fragments of the parents con-
tained between two points selected at random, resulting
in two different offspring. In this case, four offspring are
generated by combining the two from the CT part with the
two from the CS part. The two best offspring obtained in
this way are finally considered as the two co rresponding
descendents.
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Fig. 7 Generic structure of an
office building HVAC system

– Mutation—A mutation operator is applied on the CS part
of the four offspring before selecting the two descen-
dents. This operator flips a gene value in CS and helps
to avoid a premature convergence in this part of the chro-
mosome.

The application of these changes on the algorithms pro-
posed in Sects. 2.2 and 3.2 gives rise to two different algo-
rithms: Lateral Tuning + Rule Selection and LA − tuning +
Rule Selection.

5 A case study: the HVAC system control problem

In EU countries, primary energy consumption in buildings
represents about 40% of total energy consumption and more
than a half of this energy is used for indoor climate condi-
tions. On a technological point of view, it is estimated that
the consideration of specific technologies like Building En-
ergy Management Systems (BEMSs) can save up to 20% of
the energy consumption of the building sector, i.e., 8% of the
overall Community consumption. With this aim, BEMSs are
generally applied only to the control of active systems, i.e.,
HVAC systems.

An HVAC system is comprised by all the components of
the appliance used to condition the interior air of a building.
The HVAC system is needed to provide the occupants with
a comfortable and productive working environment which
satisfies their physiological needs. In Fig. 7, a typical office
building HVAC system is presented. This system consists of
a set of components that make it possible to raise and to re-
duce the temperature and relative humidity of the air supply.

The energy consumption as well as indoor comfort as-
pects of ventilated and air conditioned buildings are highly
dependent on the design, performance and control of their
HVAC systems and equipments. Therefore, the use of appro-
priate automatic control strategies, as FLCs, for HVAC sys-
tems control could result in important energy savings when
they are compared to manual control [1, 20].

Some artificial intelligence techniques could be success-
fully applied to enhance the HVAC system capabilities
[8, 20]. However, most works apply FLCs to individually
solve simple problems such as thermal regulation (maintain-
ing the temperature at a set point), energy savings or comfort
improvements. On the other hand, the initial rule set is usu-
ally constructed based on the operator’s control experience
using rules of thumb, which sometimes fail to obtain satis-
factory results [20]. Therefore, the different involved criteria
should be optimized for a good performance of the HVAC
System. Usually, the main objective is to reduce the energy
consumption maintaining a desired comfort level.

In our case, five criteria should be optimized improving
an initial FLC obtained from human experience (involving
17 variables) by the application of the proposed technique
for the lateral tuning of the MFs and rule selection. To do so,
we consider a well calibrated and well validated model of a
real test building. Both, the initial FLC and the simulation
model were developed within the framework of the JOULE-
THERMIE programme under the GENESYS1 project. From
now on, this test building will be called the GENESYS test
site.

In the following subsections the five different objectives
and the final fitness function to be optimized will be pre-
sented together with the initial FLC architecture and vari-
ables (see [1] for a more detailed information on this prob-
lem).

5.1 Objectives and fitness function

Our main optimization objective is the energy performance
but maintaining the required indoor comfort levels. In this

1GENESYS Project: Fuzzy controllers and smart tuning techniques for
energy efficiency and overall performance of HVAC systems in build-
ings, European Commission, Directorate-General XII for Energy (con-
tract JOE-CT98-0090).
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way, the global objective is to minimize the following five
criteria:

O1 Upper thermal comfort limit: if PMV > 0.5, O1 =
O1 + (PMV − 0.5), where PMV is the more global Pre-
dicted Mean Vote thermal comfort index 7730 selected
by the international standard organization ISO, incorpo-
rating relative humidity and mean radiant temperature.2

O2 Lower thermal comfort limit:
if PMV < −0.5, O2 = O2 + (−PMV − 0.5).

O3 Indoor air quality requirement:
if CO2 conc. > 800 ppm, O3 = O3 + (CO2 − 800).

O4 Energy consumption: O4 = O4 + Power at time t .
O5 System stability: O5 = O5 + System change from time

t to (t − 1), where system change states for a change in
the system operation, e.g., it counts the system opera-
tion changes (a change in the fan coil speed, extract fan
speed or valve position adds 1 to the final count).

In our case, these criteria are combined into one over-
all objective function by means of a vector of weights.
This technique (objective weighting) has much sensitivity
and dependency toward weights. However, when trusted
weights are available, this approach reduces the size of the
search space providing the adequate direction into the solu-
tion space and its use is highly recommended. Since trusted
weights were obtained from experts, we followed this ap-
proach.

Hence, an important outcome was to assign appropriate
weights to each criterion of the fitness function. Although
it is not part of this work and these weights were obtained
within the framework of the GENESYS project, the basic
idea in this weight definition was to find financial equiv-
alents for all of them. Such equivalences are difficult to
define and there is a lack of confident data on this topic.
Whereas energy consumption cost is easy to set, comfort
criteria are more difficult. Several studies have shown that
a 18% improvement in people’s satisfaction about indoor
climate corresponds to a 3% productivity improvement for
office workers. Based on typical salaries and due to the
fact that PMV and CO2 concentrations are related to peo-
ple’s satisfaction, such equivalences can be defined. The
same strategy can be applied to the systems stability cri-
terion, life-cycle of various systems being related to num-
ber of operations. Based on this, weights can be obtained
for each specific building (test site). Thus, trusted weights
were obtained by the experts for the objective weight-
ing fitness function: wO

1 = 0.0083022,wO
2 = 0.0083022,

wO
3 = 0.00000456662,wO

4 = 0.0000017832 and wO
5 =

2http://www.iso.org/iso/en/ISOOnline.frontpage

0.000761667. Finally, the fitness function that has to be min-
imized was computed as:

F =
5∑

i=1

wO
i · Oi.

However, the fitness function has been modified in order
to also consider the use of fuzzy goals that decrease the im-
portance of each individual fitness value whenever it reaches
its goal or penalize each objective whenever its value gets
worse with respect to the initial solution. To do so, a func-
tion modifier parameter is considered, δi(x) (taking values
over 1.0). A penalization rate, pi , has been included in δi(x),
allowing the user to set up priorities in the objectives (with
0 representing less priority and 1 more priority). Therefore,
the global fitness is evaluated as:

F ′ =
5∑

i=1

wO
i · δi(Oi) · Oi.

δi(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if x ≤ gi,
x − gi

ii − gi

, if gi < x < ii,

x − ii

x − x · pi

+ 1, if ii ≤ x.

Fig. 8 δi (x) when gi ≤ ii

δi(x) =
⎧
⎨

⎩
0, if x < gi,

x − gi

x − x · pi

+ 1, if gi ≤ x.

Fig. 9 δi (x) when gi > ii
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Fig. 10 Initial RB and generic structure of the GENESYS FLC

Two situations can be presented according to the value of
the goal gi , and the value of the initial solution ii . Depending
on these values, two different δ functions will be applied:

– When the value of gi is minor than the value of ii , the
objective is not considered if the goal is met and penalized
if the initial results get worse (see Fig. 8).

– When the value of ii is minor than the value of gi , this
initial result may get worse while the goal is met and, it is
penalized otherwise (see Fig. 9).

5.2 FLC variables and architecture

A hierarchical FLC architecture considering the PMV, CO2

concentration, previous HVAC system status and outdoor
temperature was proposed by the BEMS designer for this
site. This architecture, variables and initial RB are presented
in Fig. 10. There are three different parts (layers) in the pro-
posed structure. The first one is devoted to the system de-
mands, i.e., this layer analyzes the current system state and

determines the required heat and the air quality preference
in order to ensure a good comfort level. The second one an-
alyzes the trend of the system in terms of PMV and energy
consumption, also taking into account the outdoor and in-
door temperatures in order to determine whether the system
should save energy or to spend some energy to achieve a bet-
ter thermal point or to perform ventilation. Finally, the third
one determines the operation mode (manipulating three ac-
tuators) by taking into account the current state of the actua-
tors and the system preferences and priorities determined by
layers 1 and 2. A more detailed description of the variables
considered in the initial FLC structure can be found at [1].

The DB is composed of symmetrical fuzzy partitions
with triangular-shaped MFs labelled from L1 to Lli (with
li being the number of labels of the ith variable). The ini-
tial DB is depicted in Fig. 11 together with the tuned DB.
Figure 10 represents the decision tables of each module of
the hierarchical FLC in terms of these labels. Each cell of
the table represents a fuzzy subspace and contains its asso-
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Fig. 11 Initial and tuned DB of a model obtained with GL-S (seed 1)

ciated output consequent(s), i.e., the corresponding label(s).
The output variables are denoted in the top left square for
each module in the figure. Both, the initial RB and the DB,
were provided by the BEMS designer.

6 Experiments

To evaluate the correctness of the approaches presented
in the previous sections, the HVAC problem is considered
in order to be solved. The FLCs obtained from these ap-
proaches will be compared to the performance of a classic
On-Off controller and to the performance of the initial FLC
(provided by experts). The goals and improvements will be
computed with respect to this classic controller as done in
the GENESYS project. The experts intention was to try to
have a 10% of energy saving (O4) together with a global
improvement of the system behaviour compared to On-Off
control. Comfort parame ters could be slightly increased if
necessary (no more than 1.0 for criteria O1 and O2). The
methods considered in this study are shown in Table 1.
S only performs rule selection (CS part of GL-S or GLA-
S) and was first used for this problem in [2] in order to be
compared with a method performing rule weighting and rule
selection together (although this other method, rule weight-
ing and selection, is not comparable we can point out that
the results obtained by it are so far of the results presented
in this work). C performs classic tuning and was first used
for this problem in [1] as a first result from the GENESYS
project. C-S has been not used before in this problem and it

has been developed only for comparison purposes. The re-
maining approaches are those presented in this paper.

The values of the parameters used in all of these experi-
ments are presented in the following: 31 individuals, 0.2 as
mutation probability per chromosome (except for GL and
GLA without mutation), 0.3 for the factor α in the hybrid
crossover operator and 0.35 as factor a in the max-min-
arithmetic crossover in the case of C. The termination con-
dition is to reach 2000 evaluations in all the cases, in or-
der to perform a fair comparative study. In order to evaluate
the GA good convergence, three different runs have been
performed considering three different seeds for the random
number generator.

The results presented in Table 2, where % stands for the
improvement rate with respect to the On-Off controller for
each criterion and #R for the number of fuzzy rules, cor-
respond to averaged results obtained from the three dif-
ferent runs. The results obtained with the On-Off and the
initial FLC controller are also included in this table. No
improvement percentages have been considered in the ta-
ble for O1 . . .O3, since these objectives have always met
the experts requirements (goals) and the On-Off controller
presents zero values for these objectives.

A good trade-off between energy and stability was
achieved for all the new models obtained considering the
LA-tuning or rule selection (GL-S, GLA and GLA-S) ex-
cept that considering classic tuning, with the remaining cri-
teria for comfort and air quality within the requested levels.
GL-S presents improvement rates of about 28.6% in energy
and about 29.6% in stability. In the same way, GLA presents
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Table 1 Methods considered
for comparison Method Ref. Year Description

S [2] 2005 Rule selection (CS part of GL-S)

C [1] 2003 Classic tuning

C-S – – Classic tuning + rule selection

GL – – Global lateral tuning

GL-S – – GL + rule selection

GLA – – Global LA-tuning

GLA-S – – GLA + rule selection

Table 2 Comparison among
the different methods Model #R PMV CO2 Energy Stability

O1 O2 O3 O4 % O5 %

On-Off − 0.0 0 0 3206400 − 1136 −
Initial FLC 172 0.0 0 0 2901686 9.50 1505 −32.48

S 160 0.1 0 0 2886422 9.98 1312 −15.52

C 172 0.0 0 0 2586717 19.33 1081 4.84

C − S 109 0.1 0 0 2536849 20.88 1057 6.98

GL 172 0.9 0 0 2325093 27.49 1072 5.66

GL − S 113 0.7 0 0 2287993 28.64 800 29.58

GLA 172 0.9 0 0 2245812 29.96 797 29.84

GLA − S 104 0.8 0 0 2253996 29.70 634 44.19

improvement rates of about 29.9% in energy and 29.8% in
stability and GLA-S even improves the system stability up to
44.2% by only considering 100 rules approximately. More-
over, these algorithms (including GL) present a good con-
vergence and seem to be independent of random factors.

Taking into account the differences among the results ob-
tained by considering classic tuning (C and C-S) and those
considering lateral or LA-tuning we can point out that, in
complex problems (problems in which to obtain a set with
cooperative rules is non trivial for an expert), the search
space is too large to obtain a good global configuration of
the MFs and rules. In this manner, conside ring techniques
to ease the way to obtain a more global optimum can take
advantage with respect to other approaches with more free-
dom degrees but handling too large search spaces.

Besides, we have to highlight that the best results ob-
tained from those methods considering rule selection with
much less rules indicate that there are a lot of rules that are
wrong or not necessary in the initial RB provided by an ex-
pert. Probably, many of them are contradictory rules forcing
the HVAC system to continuously change its way of work-
ing instead of maintaining a stable operation mode.

Figures 11 and 12 represent the initial and final DB of
a FLC obtained by GL-S and GLA-S (seed 1). They show
that not so strong variations in the MFs can involve impor-
tant improvements. Moreover, Fig. 13 represents the corre-
sponding decision tables of the model obtained from GLA-S

with seed 1. In this case, a large number of rules have been
removed from the initial FLC, obtaining much simpler mod-
els (72 rules were removed). This fact improves the system
readability, and allows us to obtain more simple and accu-
rate FLCs.

7 Concluding remarks

In this work, we propose the use of two advanced tuning
techniques (lateral and LA-tuning) and their combination
with rule selection to improve FLCs obtained by experts in
non trivial problems. A case study for the control of HVAC
systems has been considered in order to apply these new
techniques. From the results obtained we can point out the
following conclusions:

– In these kinds of non trivial problems, the search space
reduction that lateral and LA-tuning involve allows the
considered optimization technique to obtain more optimal
FLCs respect with a classic approach with more freedom
degrees.

– In our opinion, a rule selection technique is necessary
when an initial FLC obtained by experts is considered to
be improved. Usually, a RB obtained by experts includes
conflicting and redundant rules that should be removed



28 R. Alcalá et al.

Fig. 12 Initial and tuned DB of a model obtained with GLA-S (seed 1)

Fig. 13 RB and final structure of a model obtained with GLA-S (seed 1)
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and, in any case, when this technique is guided by accu-
racy measures no rules will be removed if that worsen the
system performance.

– The search space reduction provided by the lateral and the
LA-tuning helps to better handle the larger search space
that the combination between rule selection and tuning
techniques involves, taking advantage respect to the clas-
sic approach.

As mentioned, tuning is a variation in the shape of the
MFs that improves their global interaction with the main aim
of inducing better cooperation among the rules. In this way,
the real aim of the tuning is to find the best global configura-
tion of the MFs and not only to find independently specific
MFs. The main difference of lateral and LA-tuning with the
classic approach is the reduction of the search space focus-
ing the search only on the MF support position. Although
lateral and LA-tuning have less freedom than the classic
approach, the reduction of the search space could lead to
improved performance of the tuning method, especially in
complex or highly multidimensional problems, since this al-
lows us to obtain easily the best global interaction between
the MFs, thereby ensuring a good performance of the ob-
tained controllers. The use of these new techniques is then
justifiable when the classic approach is not able to obtain this
global configuration due to the existence of a very large or
complex search space. This is the case of the technique pre-
sented in [6] based on the 2-tuples representation to learn the
whole knowledge base (number of MFs, rule base and para-
meters all together), which itself represent a very complex
search space independently of the problem being solved.
Unfortunately, this technique can not be applied to these
kinds of problems based on an initial rule base obtained from
experts since the rule base extraction is completely based on
the existence of example data, and they are not usually avail-
able in these kinds of problems.

As further work, we propose the use of multiobjective
GAs in order to obtain even simpler FLCs but maintaining
a similar accuracy, which represent an even more complex
search space.
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