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A Consensus Model for Multiperson Decision
Making With Different Preference Structures

Enrique Herrera-Viedma, Francisco Herrera, and Francisco Chiclana

Abstract—In this paper, we present a consensus model for
multiperson decision making (MPDM) problems with different
preference structures based on two consensus criteria: 1) a con-
sensus measure which indicates the agreement between experts’
opinions and 2) a measure of proximity to find out how far the
individual opinions are from the group opinion. These measures
are calculated by comparing the positions of the alternatives
between the individual solutions and collective solution. In such
a way, the consensus situation is evaluated in each moment in a
more realistic way. With these measures, we design a consensus
support system that is able to substitute the actions of the mod-
erator. In this system, the consensus measure is used to guide the
consensus process until the final solution is achieved while the
proximity measure is used to guide the discussion phases of the
consensus process. The consensus support system has a feedback
mechanism to guide the discussion phases based on the proximity
measure. This feedback mechanism is based on simple and easy
rules to help experts change their opinions in order to obtain a
degree of consensus as high as possible. The main improvement
of this consensus model is that it supports consensus process
automatically, without moderator, and, in such a way, the possible
subjectivity that the moderator can introduce in the consensus
process is avoided.

Index Terms—Consensus, fuzzy preference relations, mul-
tiperson decision making (MPDM), multiplicative preference
relations, preference orderings, utility functions.

I. INTRODUCTION

I N multiperson decision making (MPDM) problems there are
two processes to carry out before obtaining a final solution

[7], [23]: 1) the consensus processand 2)the selection process.
The first process refers to how to obtain the maximum degree
of consensus or agreement between the set of experts on the
solution set of alternatives, while the second process consists of
how to obtain the solution set of alternatives from the opinions
on the alternatives given by the experts. Clearly, it is preferable
that the set of experts reach a high degree of consensus on the
solution set of alternatives.

We consider an MPDM problem where the information about
the alternatives provided by the experts can be represented
using preference orderings, utility functions, fuzzy preference
relations, and multiplicative preference relations. The selection
process to such an MPDM problem is presented in [4] and [5].
In this paper, we present a consensus process for this MPDM
problem.
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Consensus has become a major area of research in MPDM
[1]–[3], [7]–[9], [11], [13], [14], [17], [26]. Naturally, at the be-
ginning of every MPDM problem, experts’ opinions may differ
substantially. Therefore, it is necessary to develop a consensus
process in an attempt to obtain a solution of consensus. Classi-
cally, consensus is defined as the full and unanimous agreement
of all the experts regarding all the possible alternatives. This def-
inition is inconvenient for our purposes for two reasons.

1) First, it only allows us to differentiate between two states,
namely, the existence and absence of consensus.

2) Second, the chances for reaching such a full agreement
are rather low.

Furthermore, complete agreement is not necessary in real life.
This has led to the use and definition of a new concept of con-
sensus degree, which is called “soft” consensus degree [7], [9],
[11].

On the one hand, using such a soft consensus measure, the
consensus process is defined as a dynamic and iterative group
discussion process, coordinated by a moderator, who helps
the experts to make their opinions closer. In each step of this
process, the moderator knows the actual level of consensus
between the experts, by means of the consensus measure,
which establishes the distance to the ideal state of consensus.
If the consensus level is not acceptable, that is, if it is lower
than a specified threshold, which means that there exists a great
discrepancy between the experts’ opinions, then the moderator
would urge the experts to discuss their opinions further in an
effort to make them closer. On the contrary, when the consensus
level is acceptable, the moderator would apply the selection
process in order to obtain the final consensus solution to the
MPDM problem [2], [26]. In this framework, a question to
solve is how to substitute the actions of the moderator in the
group discussion process in order to model automatically the
whole consensus process.

On the other hand, soft consensus measures are usually cal-
culated by using only the opinions given by the experts [7], [9],
[10], [17], [26] or the choice degrees of alternatives obtained
from those opinions [2]. In such a case, a soft consensus mea-
sure is defined by measuring the coincidence or the distance be-
tween them calculated, e.g., by means of the Euclidean distance.
The problem of these consensus approaches is that the use of the
opinions or choice degrees to calculate the consensus measure
can withhold information on the real consensus situation. For
example, we can find that different opinions or choice degrees
can lead to a low consensus degree although they represent the
same solution set of alternatives.

The aim of this paper is to present a consensus model for
MPDM problems under different preference structures (prefer-
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ence orderings, utility functions, fuzzy preference relations, and
multiplicative preference relations) that overcomes the afore-
mentioned drawbacks. We propose a consensus model based on
two consensus criteria.

1) A consensus measure.This measure evaluates the agree-
ment of all the experts. It is used to guide the consensus process
until the final solution is achieved.

2) A proximity measure.This measure evaluates the agree-
ment between the experts’ individual opinions and the group
opinion. It is used to guide the group discussion in the consensus
process.

Both measures are based on the comparison of the individual
solutions and the collective solution. This comparison is done
by comparing not the opinions or choice degrees but the position
of the alternatives in each solution, what allows us to reflect
the real consensus situation in each moment of the consensus
process. This means that the first thing to do in each step
of the consensus process is to apply the selection process
to obtain a temporary collective solution, and measure how
close the individual solutions are to it. Furthermore, in this
consensus model, we define a consensus support system which
substitutes the moderator’s actions in the group discussion
process. This system is based on both the consensus measure
and the proximity measure. The system checks in each step
of the group discussion process the consensus situation by
means of the consensus measure. As part of it, a feedback
mechanism is given to help the experts change their opinions
on the alternatives and know the direction of that change
in the group discussion process. The proximity measure is
used as the main feedback information in the control system
of the consensus process. The feedback mechanism consists
of simple and easy rules that generate the recommendations
in the group discussion process. In such a way, we obtain
a consensus process that is controlled automatically without
using the moderator.

This paper is organized as follows. The MPDM problem
with different preference structures is briefly described in
Section II. Section III deals with the consensus model. A
practical example is given in Section IV. Finally, in Section V,
we draw our conclusions.

II. MPDM PROBLEM WITH DIFFERENT

PREFERENCESTRUCTURES

This section briefly describes the MPDM problem with mul-
tiple preference structures and the resolution process used to
obtain the solution set of alternatives.

A. MPDM Problem

Let be a finite set of alterna-
tives. These alternatives have to be classified from best to
worst, using the information given by a finite set of experts

. As each expert has their own
ideas, attitudes, motivations, and personality, it is quite natural
to consider that different experts will give their preferences
in a different way. This leads us to assume that the experts’
preferences over the set of alternativesmay be represented
in one of the following four ways.

1) Preference Ordering of the Alternatives:In this case, an
expert gives his preferences on as an individual preference
ordering , where is a permuta-
tion function over the index set [4], [21]. Therefore,
according to this point of view, an ordered vector of alternatives,
from best to worst, is given.

2) Fuzzy Preference Relation:In this case, the expert’s pref-
erences on are described by a fuzzy preference relation

, with membership function ,
where denotes the preference degree or in-
tensity of the alternative over [8], [12], [22]:
indicates indifference between and , indicates that

is unanimously preferred to , and indicates that
is preferred to . It is usual to assume that and

[18], [22].
3) Multiplicative Preference Relation:In this case, the ex-

pert’s preferences on are described by a positive preference
relation , , where indicates a ratio
of the preference intensity of alternative to that of , i.e.,
it is interpreted as is times as good as . According to
Miller’s study [16], Saaty suggests measuring using a ratio
scale, and in particular, the 1 to 9 scale [20]: indicates
indifference between and , indicates that is
unanimously preferred to , and indicates
intermediate evaluations. It is usual to assume the multiplicative
reciprocity property .

4) Utility Function: In this case, an expert gives his pref-
erences on as a set of utility values

, where represents the utility eval-
uation given by the expert to the alternative [15], [22].

B. Resolution Process of the MPDM Problem

In this context, the resolution process of the MPDM problem
consists of obtaining a set of solution alternatives, ,
from the preferences given by the experts. As we assume that
the experts give their preferences in different ways, the first step
must be to obtain a uniform representation of the preferences.
As was pointed out in [4] and [5], we consider fuzzy preference
relation as the base to uniform the information. Once this uni-
form representation has been achieved, we can apply a selection
process to obtain the solution set of alternatives. This resolution
process is represented in Fig. 1.

This resolution process is developed in the following two
steps [4]:

Step 1) making the information uniform;
Step 2) the application of a selection process.

1) Making the Information Uniform:As was aforemen-
tioned, due to their apparent merits, we propose to use fuzzy
preference relations as the base element of the uniform rep-
resentation. The use of fuzzy preference relations in decision
making situations to represent an expert’s opinion about a set
of alternatives appears to be a useful tool in modeling decision
processes, especially when we want to aggregate experts’
preferences into group preferences. To make the information
uniform, it is necessary to obtain transformation functions
which relate the different preference structures with fuzzy
preference relations. These transformation functions derive
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Fig. 1. Diagram of the MPDM resolution process.

an individual fuzzy preference relation from each preference
structure. In [4] we studied the transformation function of
preference ordering and utility values into fuzzy preference
relations. This study can be summarized in the following
proposition.

Proposition 1: Suppose that we have a set of alternatives
, and represents an evaluation associated

with alternative , indicating the performance of that alterna-
tive according to a point of view (expert or criteria). Then,
the intensity of preference of alternativeover alternative ,

, for is given by the following transformation function:

where is a function verifying
1)
2) is nondecreasing in the first argument and nonin-

creasing in the second argument.
For example, if represents the preference ordering of
the alternative and , then

, and if
represents the utility value of the alternativeand

, then .
In [5], we obtained the transformation function of multiplica-

tive preference relation into fuzzy preference relations. The re-
sult obtained is summarized in the following proposition.

Proposition 2: Suppose that we have a set of alternatives
, and associated with it a multiplicative pref-

erence relation . Then, the corresponding additive
fuzzy preference relation , associated with is
given as follows:

2) Application of a Selection Process:Once the information
is uniformed, we have a set of individual fuzzy preference
relations and then we apply a selection process which has two
phases [4], [19], [23]:

1) aggregation;
2) exploitation.

1. Aggregation Phase
This phase defines a collective preference relation

obtained by means of the aggregation of all individual fuzzy
preference relations , and indicates the
global preference between every ordered pair of alternatives
according to the majority of experts’ opinions. The aggregation
operation is carried out by means of an OWA operator[24]

where is a fuzzy linguistic quantifier [27] that represents
the concept of fuzzy majority and it is used to calculate the
weighting vector of , such that

and , according to the following expression
[24]: . Some ex-
amples of linguistic quantifiers are“most,” “at least half,” “as
many as possible,”defined by the parameters , (0.3, 0.8),
(0, 0.5), and (0.5, 1), respectively, according to the following
expression:

if

if

if

with .
2. Exploitation Phase
This phase transforms the global information about the

alternatives into a global ranking of them, from which the
set of solution alternatives is obtained. The global ranking
is obtained applying two choice degrees of alternatives to
the collective fuzzy preference relation: thequantifier guided
dominance degreeand thequantifier guided nondominance
degree.

1) Quantifier Guided Dominance Degree:For the alterna-
tive we calculate the quantifier guided dominance degree

, used to quantify the dominance that alternativehas
over all the others in a fuzzy majority sense as follows:

2) Quantifier Guided Nondominance Degree:We also cal-
culate the quantifier guided nondominance degree ,
according to the following expression:

where represents the degree to which
is strictly dominated by . In our context, gives

the degree in which each alternative is not dominated by a fuzzy
majority of the remaining alternatives.

Finally, the solution is obtained by applying these two
choice degrees, and thus, choosing those alternatives with max-
imum choice degrees.

III. CONSENSUSMODEL

In this section, we present a consensus model defined for
MPDM problems with different preference structures, which
is defined assuming the consensus as a measurable parameter
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whose highest value corresponds to unanimity and lowest one
to complete disagreement. This model presents the following
main characteristics:

1) It is based on two soft consensus criteria: aconsensus
measureand aproximity measure.

2) Both consensus criteria are defined by comparing the in-
dividual solutions with the collective solution using as
comparison criterion the positions of the alternatives in
each solution.

3) A consensus support systemis defined using the above
consensus criteria and afeedback mechanismwhich is
able to substitute the moderators actions in the consensus
reaching process.

Initially, in this consensus model we consider that in any non-
trivial MPDM problem, the experts disagree in their opinions
so that consensus has to be viewed as an iterate process, which
means that agreement is obtained only after many rounds of con-
sultation. Then, in each round, the consensus support system
calculates two consensus parameters: a consensus measure and
a proximity measure. To do so, the consensus model takes into
account the selection process to obtain the individual solutions
and the collective solution from the different experts’ prefer-
ences. The consensus measure guides the consensus process
and the proximity measure supports the group discussion phase
of the consensus process. The main problem is finding a way
of making individual positions converge and, therefore, how to
support the experts in obtaining and agreeing with a particular
solution. To do this, a consensus level (CL) required for that so-
lution is fixed in advance. When the consensus measure reaches
this level, the decision making session is finished and the so-
lution is obtained. If that is not the case, the experts’ opinions
must be modified. This is done in a group discussion session
in which the consensus support system uses a proximity mea-
sure to propose a feedback mechanism based on simple rules of
generation of recommendations which supports the experts in
changing their opinions. In order to avoid that the collective so-
lution does not converge after several discussion rounds we in-
corporate in the consensus support system a maximum number
of rounds to develop, MAXCYCLE, which was done in the con-
sensus model proposed in [2].

This consensus model for MPDM problems with the four dif-
ferent preference structures is presented in Fig. 2. It will be
described in further detail in the following subsections.

A. Consensus and Proximity Measures

Each consensus parameter requires the use of a dissimilarity
function to obtain the level of agreement between the
individual solution of expert , , where
is the position of alternative for the th expert, and the collec-
tive solution , where is the position of
alternative in that collective solution. Several measures have
been proposed, including the Euclidean distance, L-1-norm dis-
tance, the cosine and sine of the angle between the vectors, etc.
Such measures were applied to the degrees associated with the
alternatives [26]. As was mentioned earlier, we are not using
these degrees to obtain our consensus indicators, but their actual
position in the preference vector, because identical rankings of
alternatives can have different choice degree vectors associated

Fig. 2. Consensus model for MPDM with different preference structures.

with them. For example, if we had to compare the following two
ordered vectors of alternatives [(3,0.8),(1,1),(2,0.9),(4,0.4)] and
[(3,0.4),(1,0.8),(2,0.5),(4,0.1)], where (3,0.4) in the last ordered
vector of alternatives means that the first alternative is ranked
in position 3 with a choice degree value of 0.4, then both vec-
tors have the alternatives in the same positions, but with dif-
ferent choice degrees. If we use the choice degrees to compare
both solutions, then consensus is not obtained in the maximum
degree, although we would consider this situation as a full con-
sensus one. That is why in this MPDM, with these four different
preference structures, we use the position of alternatives in the
solution vectors of alternatives to calculate both the consensus
measure and the proximity measure rather than the choice de-
grees.

Therefore, we define consensus indicators by comparing po-
sitions of alternatives in two preferences vectors as follows.

1) Due to the fact that we have different preference struc-
tures, we use our selection process described in the previous sec-
tion, to obtain a collective ordered vector of alternatives (“tem-
porary” collective solution) .

2) We calculate the ordered vector of alternatives (indi-
vidual solution) for every expert . This is
obvious when preferences are given as a preference ordering or
utility values. When preferences are given as a fuzzy preference
relation then we apply the same selection process that was
applied to obtain the collective solution. When preferences are
given by a multiplicative preference relation, we transform it
into a fuzzy preference relation and then we act as explained
before.

Remark 1: We point out that when at the end of the selection
process we have alternatives with equal choice degrees then we
would assign those alternatives the same position in the ordered
vector of alternatives. In such a way, we model the indifference
situations among alternatives.

3) We calculate the proximity of each expert for each al-
ternative, called by comparing the position of that alter-
native in the experts’ individual solution and in the collective
solution. This comparison has to be done by using a function

that reflects the prox-
imity of both positions. This implies that functionmust be an
increasing function. As a general dissimilarity function, we con-
sider , and in particular we use that
function taking
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The parameter controls the rigorousness of the consensus
process, in such a way, that values ofclose to one decrease the
rigorousness and thus the number of rounds to develop in the
group discussion process, and values ofclose to zero increase
the rigorousness and thus, the number of rounds. Appropriate
values for are: 0.5, 0.7, 0.9, 1.

When using this dissimilarity function we observe that the
values we obtain are higher when the difference between the
position of alternatives in the individual solution and the tempo-
rary collective solution increase. We will show this in the next
section, where we will calculate consensus using three different
values (1, 1/2, 1/3) of constant.

4) We calculate the consensus degree of all experts on each
alternative using the following expression:

5) The consensus measure over the set of alternatives,
called , will be calculated by the aggregation of the above
consensus degrees on the alternatives. We consider that it is im-
portant to do this aggregation in such a way that the consensus
degrees about the solution set of alternatives has to take a more
important weight in this aggregation. An aggregation operator
that allows this type of aggregation is the S-OWA OR-LIKE
operator defined by Yager and Filev [25]

-

where is the cardinal of the set ; is the cardinal of the
set ; and . is a parameter to control the
OR-LIKE behavior of the aggregation operator. In our case it
is used to control the influence of the consensus degrees of the
solution alternatives over the consensus measure on the set of al-
ternatives. The higher the value of, the higher the influence of
the consensus degrees of the solution alternatives on the global
consensus degree. Some adequate values forare 0.7, 0.8, and
0.9.

Obviously, the value of depends on the choice of the
OWA operator applied in the selection process and of the
S-OWA OR-LIKE operator applied to obtain it, especially in
the first steps of the consensus process, i.e., when the difference
between experts’ preferences is high, but we will omit any
explicit reference to them in the notation of .

6) The proximity measure ofth expert’s individual so-
lution to the collective temporary solution, called , is cal-
culated by aggregating the proximity of that expert in the
alternatives, doing this aggregation in a similar way as in the
calculation of the consensus measure, i.e., using an S-OWA
OR-LIKE operator

When the proximity value associated withth expert is close to
one, this means that his contribution to the consensus is high

(positive), while if it is close to zero, then that expert has a neg-
ative contribution to consensus.

B. Feedback Mechanism

When the consensus measure has not reached the
consensus level required and the number of rounds has not
reached MAXCYCLE, then the experts’ opinions must be
modified. As was stated earlier, we are using the proximity
measures to build a feedback mechanism so that
experts can change their opinions in order to get closer opinions
between them. This feedback mechanism will be applied when
the consensus level is not satisfactory and MAXCYCLE is not
reached, and will be ceased when a satisfactory consensus level
is reached or the number of rounds reaches MAXCYCLE.

The rules of this feedback mechanism will be easy to under-
stand and to apply, and will be expressed in the following form:
“If proximity of alternative is positive then its evaluation
will decrease,” and it will be carried out in the following way:

1) Each expert is classified from first to last by associ-
ating them to their respective total proximity measure. Each
expert is given his position and his proximity in each alternative.

2) If the expert’s position in the ranking is high (first,
second, etc.) then that expert does not change his opinion
much, but if it is low (last) then that expert has to change
his opinion substantially. In other words, the first experts to
change their opinions are those whose individual solutions are
furthest from the collective temporary solution. At this point,
we have to decide a threshold to calculate how many experts
have to change their opinions, i.e., we need a rule like: “If

then change your opinion.”
3) The opinions will be changed using the following three

rules:

R.1. If , then increase evaluations associated
with alternative .

R.2. If , do not change evaluations associated
with alternative .

R.3. If , then decrease evaluations associated
with alternative .

Obviously, the consensus reaching process will depend on the
size of the group of experts as well as on the size of the set of
alternatives, so that when these sizes are small and when opin-
ions are homogeneous, the consensus level required is easier to
obtain. On the other hand, we note that the change of opinion
can produce a change in the temporary collective solution, es-
pecially when the experts opinions are quite different, i.e., in
the early stages of the consensus process. In fact, when experts
opinions are close, i.e., when the consensus measure approaches
the consensus level required, changes in experts’ opinions will
not affect the temporary collective solution; it will only affect
the consensus measure. This is a convergent process to the col-
lective solution, once the consensus measure is high “enough.”
This will be illustrated with a practical example in the next
section.

IV. PRACTICAL EXAMPLE

One of the biggest problems present today in the classroom
is misbehavior. To find out the causes of this misbehavior and



HERRERA-VIEDMA et al.: CONSENSUS MODEL FOR MULTIPERSON DECISION MAKING 399

the influence these have on it is of interest to teachers and, in
general, to anyone involved in education (the Education Depart-
ment, parents, etc.). Cohenet al. [6] quote a study in which a
sample of teachers in different English comprehensive schools
were asked to rate a few given causes of disruptive behavior.
Among these causes are

unsettled home environment;
lack of interest in subject or general disinterest in
school;
pupil psychological or emotional instability;
lack of self-esteem;
dislike of teacher;
use of drugs.

This list was presented to a group of eight Spanish secondary
school teachers who were asked to give their opinions about
them. Four different questionnaires were prepared, one for each
different structure of preference. Teachersand gave their
opinions by preference orderings,and by utility values,
and by fuzzy preference relations and, finally, and by
multiplicative preference relations.

Teachers’ opinions were as follows:

First Stage in the Consensus Reaching Process
A) Consensus Measure

1) Using transformation functions
of preference ordering into fuzzy preference

relation of utility values

into fuzzy preference relations and
of multiplicative preference relation into fuzzy preference rela-
tion, to make the information uniform, we have

Using the fuzzy majority criterion with the fuzzy quan-
tifier “most,” with the pair , and the cor-
responding OWA operator with the weighting vector

, the collective
fuzzy preference relation is

We apply the exploitation process with the fuzzy quanti-
fier “as many as possible,”with the pair , and the
corresponding OWA operator with the weighting vector
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. As we have shown in [5], when
the information is consistent we obtain the same ordered vector
of alternatives using dominance degree and nondominance
degree, which are independent of the linguistic quantifier used.
However, when the information (fuzzy preference relation or
multiplicative preference relation) is not consistent then the
application of both choice degrees can give different ordered
vectors of alternatives. In a real situation preferences may
not be consistent, therefore we apply only one choice degree,
the dominance choice degree, to obtain the ordered vector
of alternatives. The quantifier guided dominance degree of
alternatives acting over the collective fuzzy preference relation
supplies the following values:

These values represent thedominance that one alternative has
over “most” alternatives according to “as many teachers as
possible.”

Clearly, the greatest influential cause of student misbehavior,
according to this set of teachers, is and the collective order
of causes of misbehavior is .

2) On the other hand, the individual orders of causes of
misbehavior, calculated using the same quantifier“as many as
possible,” are the following:

3) The differences between the ranking of causes in the
temporary collective solution and the individual solution are as
follows:

4) Consensus degrees on alternatives calculated for three
different values of are

5) Consensus measure calculated for three different values
of are

There is a great difference in the values obtained when the dis-
similarity function is applied using different values of. If we
required a level of consensus of 0.75 then using the easiest dis-
similarity function, i.e., , the consensus process would
be stopped and this temporary collective solution would be the
final consensual solution. In the other two cases, the consensus
process should continue. If the individual solutions were ob-
served, it could be deduced that there is a great discrepancy
between them and therefore it would not be wise to stop the
consensus process at this stage, because the collective collec-
tion does not represent the majority of individual solutions. For
a value of 0.8, the total consensus values are 0.75, 0.61, and
0.54, respectively.

B) Proximity Measures

C) Feedback Process

C.1) Classification of Teachers
The ranking of teachers according to the proximity of their

individual solutions to the temporary collective solutions
is, for a value of 0.8, the same in any of the three cases:

.
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C.2) Changing the Opinions
At this point, each teacher is given his proximity value, and

the values of the differences of positions between their indi-
vidual solutions and the collective one. It is clear that teachers
changing their preferences have to start in reverse order as the
one given above, which means thatwas the first one requested
to change his/her preferences. Three of the teachers were asked
to change their opinions according to the rules proposed in Sec-
tion III-B. For example:

1) the second teacher must increase his evaluation on
according to rule R.1;

2) the second teacher must decrease his evaluation on
according to rule R.3;

3) the third teacher must not change his evaluation on
according to rule R.2.

Their new preferences are as follows:

Second Stage in the Consensus Reaching Process
A) Consensus Measure

1) Using the corresponding transformation functions to
make the information uniform and using the same fuzzy quan-
tifier “most” as in first step, the collective fuzzy preference
relation is

Applying the exploitation process with the same fuzzy quanti-
fier “as many as possible,”the quantifier guided dominance de-
gree of alternatives acting over the collective fuzzy preference
relation supplies the following values:

Clearly, the greatest influential cause of student misbehavior,
according to this set of teachers, is, and the collective order
of causes of misbehavior is , which
is the same temporary collective solution obtained before.

2) The individual solutions for these three new preferences
are:

3) The differences between the ranking of causes in the
temporary collective solution and the individual solution are as
follows:

4) Consensus degrees on alternatives calculated for three
different values of are

5) Consensus measure calculated for three different values
of are

In this case, it is observed that five out of the total eight teachers
think that cause is the most influential in student misbe-
havior, and this aspect is reflected in the consensus on that al-
ternative, which ranges from a minimum of 0.78 to a maximum
of 0.925. However, if we required a level of consensus of 0.75
then using the easiest dissimilarity function, i.e., , the con-
sensus process would be stopped and this temporary collective
solution would be the final consensual solution, because for a

value of 0.8, the total consensus values are 0.902 42, 0.8024,
and 0.745 32, respectively, this last one being too close to the
level of consensus required so that it is not worth having a third
step in the consensus process.

As stated earlier, in the early stages of the consensus
process, i.e., when the level of consensus is low, the temporary
collective solution could change as experts’ opinions change,
while when the level of consensus is high then this process
is a convergent process and the temporary collective solution
does not change. In our example, we had the same temporary
collective solution, but if teacher had provided the fol-
lowing utility values instead of

, then the temporary collective
solution would have been , that is,
we would have had a different temporary collective solution in
the second stage.
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V. CONCLUSIONS

A consensus model for MPDM with different preference
structures, preference orderings, utility values, fuzzy preference
relations, and multiplicative preference relations, has been
presented. The main improvement of this consensus model
is that it presents a consensus support system to model the
moderator’s actions in the consensus reaching processes which
guides the consensus process automatically. To do so, this
system is based on two soft consensus criteria: 1) a consensus
measure and 2) a proximity measure. Consensus measure
evaluates the consensus situation in each moment and it is
used to guide the consensus process. The proximity measure
evaluates how far the individual experts’ opinions are from the
collective opinion and it is used to guide the group discussion
session. The consensus support system has a feedback mech-
anism to generate recommendations in the group discussion
process. The proximity measure is used to design this feedback
mechanism. This mechanism is based on simple rules for
changing the individual opinions in order to obtain a higher
degree of consensus.

The consensus model has been illustrated using a real and
practical example carried out with the collaboration of a group
of Spanish secondary school teachers who were given a list of
six reasons for disruptive behavior in the classroom.
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