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An Adaptive Consensus Support Model for Group
Decision-Making Problems in a Multigranular Fuzzy

Linguistic Context
Francisco Mata, Luis Martı́nez, and Enrique Herrera-Viedma

Abstract—Different consensus models for group decision-
making (GDM) problems have been proposed in the literature.
However, all of them consider the consensus reaching process a
rigid or inflexible one because its behavior remains fixed in all
rounds of the consensus process. The aim of this paper is to im-
prove the consensus reaching process in GDM problems defined in
multigranular linguistic contexts, i.e., by using linguistic term sets
with different cardinality to represent experts’ preferences. To do
that, we propose an adaptive consensus support system model for
this type of decision-making problem, i.e., a process that adapts
its behavior to the agreement achieved in each round. This adap-
tive model increases the convergence toward the consensus and,
therefore, reduces the number of rounds to reach it.

Index Terms—Consensus, fuzzy preference relation, group deci-
sion making (GDM), linguistic modeling.

I. INTRODUCTION

ONE of the reasons why decision-making processes have
been widely studied in the literature is the increasing com-

plexity of the social–economic environment [12], [19]. Many
organizations have moved from a single decision maker to a
group of experts to accomplish this task successfully. A group
decision-making (GDM) problem may be defined as a deci-
sion problem with several alternatives and experts that try to
achieve a common solution taking into account their opinions
or preferences.

Our interest is focused on GDM problems in which the experts
have to express their preferences on qualitative aspects that
cannot be assessed by means of quantitative values. In these
cases, the use of linguistic terms instead of precise numerical
values seems to be more appropriate. For example, to evaluate
the “comfort” of a car, linguistic terms like “good,” “fair,” or
“poor” could be preferred by the experts instead of numerical
values [48].

The use of the fuzzy linguistic approach [60]–[62] to assess
qualitative aspects by using linguistic variables, i.e., variables
whose values are not numbers but words or sentences in a natural
or an artificial language, has proven successful in decision-
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Fig. 1. Resolution process of a GDM problem.

making problems [1], [3], [5], [20], [27], [38], [42], [49], [58],
[59].

In GDM problems, there are cases where experts have differ-
ent levels of knowledge about the alternatives, and as a conse-
quence, they might use linguistic term sets with different car-
dinality to express their preferences. In such cases, we say that
the GDM problem is defined in a multigranular fuzzy linguistic
context [11], [13], [21], [28], [32], [35], [50], [52], [57].

Usually, GDM problems are solved by carrying out selection
processes to obtain a solution set of alternatives from the prefer-
ences given by the experts [19], [23], [25], [53]. However, it may
happen that, after the selection process, some experts consider
that their preferences have not been taken into account properly
to obtain the solution, and hence, they might reject it. One way
to avoid this situation would be the application of a consensus
process (see Fig. 1) so that the experts discuss and modify their
preferences in order to reach a sufficient agreement, before ap-
plying the selection process [5], [7], [9], [26], [31], [33], [41].
Selection processes for GDM problems defined in multigranular
linguistic contexts were introduced in [21] and [28]; hence, here
we focus on the consensus process.

Consensus modeling is an important area of research in deci-
sion analysis [5], [7]–[9], [14], [16]–[18], [26], [31], [33], [35],
[37], [39], [40], [46], [47], [54], [55]. Consensus is defined as a
state of mutual agreement among members of a group where all
opinions have been heard and addressed to the satisfaction of
the group [54]. A consensus reaching process is a dynamic and
iterative process composed by several rounds where the experts
express, discuss, and modify their preferences. Normally, this
process is guided by the figure of a moderator, who helps the
experts to make their preferences closer to each other [40], [54].
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In each consensus round, the moderator evaluates the current
agreement among the experts’ preferences. If the agreement is
not acceptable, i.e., it is lower than a specified threshold, the
moderator would then recommend to modify the furthest pref-
erences from the collective ones in order to make them closer.
Otherwise, when the agreement is acceptable, the moderator
would apply the selection process in order to obtain the final
solution for the GDM problem.

The main interest in consensus research has been the devel-
opment of new processes with different structures and method-
ologies to achieve its aim [7], [10], [33], [35], [44]. However,
the enhancement of these processes has not been the focus in
this research field yet. For instance, it is easy to check that
if the agreement is “very low” (initial rounds), then the num-
ber of changes of preferences should be greater than when the
agreement is “high” (final rounds). Thus, adapting the consen-
sus reaching process to the level of agreement achieved in each
discussion round could significantly improve its performance.

The aim of this paper is to propose an adaptive consensus
support system (ACSS) model to support consensus processes
in GDM problems with multigranular linguistic information,
which improves the consensus reaching process by adapting
the search for preferences in disagreement to the current level
of consensus at each round. To do so, three different methods
to identify the preferences that each expert should modify, in
order to increase the agreement in the next consensus round, are
defined. The result is a model that improves the convergence
rate toward the consensus, and therefore decreases the number
of rounds to achieve it.

The rest of the paper is set out as follows. In Section II, pre-
liminaries about the multigranular fuzzy linguistic GDM prob-
lems and the consensus process are presented. The proposed
ACSS model is described in detail in Section III. In Section IV,
the application of the proposed ACSS model is given, while
in Section V, we draw our conclusions. Finally, the Appendix
introduces the meaning and features of the measurements used
to evaluate the agreement.

II. PRELIMINARIES

In order for this paper to be as self-contained as possible,
we include in this section a brief review of the fuzzy linguistic
approach, focusing on GDM problems defined in multigranular
fuzzy linguistic contexts, and the main elements and features of
the consensus processes.

A. Multigranular Fuzzy Linguistic GDM Problems

The fuzzy linguistic approach assesses qualitative attributes
by using linguistic assessments by means of linguistic vari-
ables [60]–[62]. This approach has been successfully applied to
different problems [2], [3], [6], [20], [22], [29], [30], [34], [36],
[43], [56], [63].

In this approach, assessments of the preferences on pairs of
alternatives are provided in the form of linguistic terms or labels
of a linguistic term set S = {s0 , s1 , . . . , sg},#(S) = g + 1. An
important issue to analyze is the “granularity of uncertainty,”
i.e., the cardinality of the linguistic term set. The granularity of

S should be small enough so as not to impose useless precision
levels on the users but large enough to allow a discrimination of
the assessments in a limited number of degrees. Additionally,
the following properties are assumed.

1) The set S is ordered: si ≥ sj , if i ≥ j.
2) There is the negation operator: Neg(si) = sj such that

j = g − i.
The semantics of S can be given by fuzzy numbers defined on

the unit interval [0,1]. One way to characterize a fuzzy number
is by using a representation based on parameters of its member-
ship function [4]. For example, the following semantics can be
assigned to a set of seven terms via triangular fuzzy numbers:

N = None = (0, 0, 0.17)

V L = Very Low = (0, 0.17, 0.33)

L = Low = (0.17, 0.33, 0.5)

M = Medium = (0.33, 0.5, 0.67)

H = High = (0.5, 0.67, 0.83)

V H = Very High = (0.67, 0.83, 1)

P = Perfect = (0.83, 1, 1).

A GDM problem is classically defined as a decision situ-
ation where a set of experts, E = {e1 , e2 , . . . , em} (m ≥ 2),
express their preferences about a set of feasible alternatives,
X = {x1 , x2 , . . . , xn} (n ≥ 2). In many decision situations, it
is assumed that each expert ei provides his or her preferences
by means of a fuzzy preference relation [19] Pei = [plk

i ], l, k ∈
{1, . . . , n}, with plk

i = µPei
(xl, xk ) assessed in the unit inter-

val [0,1] and being interpreted as the preference degree of the
alternative xl over xk according to the expert ei. In this paper,
we use linguistic preference relations to represent the experts’
preferences as in [23] and [24], i.e., with plk

i = µPei
(xl, xk )

assessed in a linguistic term set S = {s0 , s1 , . . . , sg}.
The ideal situation for GDM problems defined in linguistic

contexts would be that all the experts use the same linguistic
term set S to express their preferences about the alternatives.
However, in some cases, experts may belong, e.g., to distinct
research areas, and therefore could have different background
and levels of knowledge. A consequence of this is that they need
to express their preferences by using linguistic term sets with
different granularity Si = {si

0 , . . . , s
i
gi
}, i ∈ {1, 2, . . . ,m}. In

these cases, the GDM problem is defined in a multigranular
fuzzy linguistic context [11], [13], [21], [28], [32], [35], [50],
[52], [57].

B. Consensus Process

A consensus reaching process in a GDM problem is an iter-
ative process composed by several discussion rounds, in which
experts are expected to modify their preferences according to
the advice given by the moderator (see Fig. 1). The moderator
plays a key role in this process. Normally, the moderator is a
person who does not participate in the discussion but knows the
preferences of each expert and the level of agreement during
the consensus process. He/she is in charge of supervising and
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Fig. 2. Phases of the consensus process supervised by the moderator.

driving the consensus process toward success, i.e., to achieve the
maximum possible agreement and reduce the number of experts
outside of the consensus in each new consensus round.

An overall scheme of the different phases carried out in a
consensus process guided by a moderator is shown in Fig. 2.

1) Computing level of agreement: The moderator com-
putes the current agreement among all experts from their
preferences.

2) Checking level of agreement: The moderator compares
the current level of agreement with a consensus threshold
fixed previously. If the consensus threshold is achieved,
the selection process will be applied to obtain the final
solution. Otherwise, the consensus process will continue
its execution.

3) Search for preferences: The moderator searches for the
experts’ preferences furthest from the collective ones and
suggests how to change them in order to improve the
agreement in the next round.

In order to evaluate the agreement, it is required to com-
pute similarity measures among the experts [7], [26], [27], [31],
[35], [39]. Two types of measurements to guide the consensus
reaching process were proposed in [26]:

a) consensus degrees to evaluate the level of agreement
among all the experts. They will be used to identify the
preference values where the agreement is not sufficient;

b) proximity measures to evaluate the distance between the
experts’ individual preferences and the group or collective
ones. They will be used to identify the experts who should
change their preferences in the next rounds.

These measurements are computed at the three different levels
of representation of information of a preference relation: pairs
of alternatives, alternatives, and relation.

Level 1: Pairs of alternatives. Given a pair of alternatives
(xl, xk ):

1) cplk is the agreement among all experts on the pair of
alternatives (xl, xk );

2) pplk
i is the proximity between the preference value of

expert ei, p
lk
i , and the collective one on the pair of alter-

natives (xl, xk ).
Level 2: Alternatives. Given the alternative xl ∈ X:
1) cal is the agreement among all experts on xl ;

2) pal
i is the proximity between the preference values of

expert ei and the collective ones on xl .
Level 3: Preference relation.
1) cr is the global agreement among all experts on all the

pairs of alternatives of a preference relation.
2) pri is the global proximity between the preferences given

by ei and the collective ones of a preference relation.
A further detailed description of the meaning as well as a

description of the computation of these measurements can be
found in the Appendix.

III. ADAPTIVE CONSENSUS SUPPORT SYSTEM MODEL FOR

GDM IN A MULTIGRANULAR FUZZY LINGUISTIC CONTEXT

Several authors [7], [31], [35], [44] have proposed different
models to carry out consensus processes where the human mod-
erator’s role is assumed by the own model. In all of them, the
consensus reaching process is considered as a rigid or inflexi-
ble one because its behavior remains fixed in all rounds of the
consensus process. However, it is obvious that when the level
of agreement between the experts is “high”, a few number of
changes of opinions from some of the experts might lead to
consensus in a few discussion rounds. On the contrary, when
the level of agreement among the experts is “low,” a high num-
ber of changes of opinions and many group discussion rounds
might be necessary for consensus to be achieved. In this sec-
ond case, it seems reasonable that many experts’ preferences
should be changed if they try to achieve a common solution.
As the level of agreement increases, less and less experts might
need to change their opinions. In fact, in these cases, it might
be expected that only those experts whose preference values
are furthest from the group ones should change them. In other
words, the number of changes in different stages of a consensus
process is clearly related to the actual level of agreement. A con-
sensus model that implements this idea will improve the GDM
processes.

In this section, following the aforementioned idea, we present
an ACSS model for multigranular fuzzy linguistic GDM prob-
lems that improves the convergence rate toward the consensus,
and therefore decreases the number of rounds to achieve it. It
consists of four phases (see Fig. 3).

1) Making the linguistic information uniform: In this phase,
all experts’ multigranular linguistic preferences are unified
into a single linguistic domain.

2) Computing the consensus degree and control of the con-
sensus process: The consensus degree among all experts is
calculated. If the consensus degree is high enough, the se-
lection process is then applied. Otherwise, the consensus
process keeps going.

3) Adaptive search for preferences: Different policies or pro-
cedures for searching the preferences to be changed in
each consensus round are applied based on a broad clas-
sification of the global consensus level as very low, low,
and medium. Each preference search procedure (PSp) will
return the set of preferences each expert should change in
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Fig. 3. ACSS model in a multigranular fuzzy linguistic context.

order to make his/her preferences closer to the collective
opinion.

4) Production of advice: Once the sets of preferences in dis-
agreement have been identified, an advice system sug-
gests the direction of the changes to be recommended to
the experts in order to improve the agreement in the next
consensus round.

In the following sections, the aforementioned phases are de-
scribed in detail.

A. Making the Linguistic Information Uniform

To manage multigranular fuzzy linguistic information, we
need to make it uniform, i.e., experts’ preferences have to be
transformed (using a transformation function) into a single do-
main or linguistic term set that we call the basic linguistic term
set (BLTS), denoted by ST [21]. To do this, it seems reasonable
to impose a cardinality high enough to maintain the uncertainty
degrees associated with each one of the possible domains to be
unified. This means that the cardinality of the BLTS has to be
as high as possible. Therefore, in a general multigranular fuzzy
linguistic context, to select ST , we proceed as it was proposed
in [21].

1) If there is only one linguistic term set, from the set of dif-
ferent domains to be unified, with maximum cardinality,
then we choose that one as the BLTS, ST .

2) If there are two or more linguistic term sets with maximum
cardinality, then the selection of ST will depend on the
semantics associated with them.

a) If all of them have the same semantics, i.e., the
same fuzzy membership functions associated with
the linguistic terms but with different syntax, then
any one of them could be selected as ST .

b) If two or more of them have different semantics, then
ST is defined as a generic linguistic term set with a
number of terms greater than the number of terms a
person is able to discriminate, which is normally 7
or 9 [51].

Once ST has been selected, the following multigranular trans-
formation function is applied to transform every linguistic value
into a fuzzy set defined on ST .

Fig. 4. Transforming l1 ∈ S into a fuzzy set on ST .

Definition 1 [21]: If S = {l0 , . . . , lp} and ST = {c0 , . . . , cg}
are two linguistic term sets, with g ≥ p, then a multigranu-
lar transformation function τSST

: S → F (ST ) is defined as
follows:

τSST
(li) = {(ch , αh)

∣∣∣αh = maxy min{µli (y), µch
(y)},

h = 0, . . . , g}

where F (ST ) is the set of fuzzy sets defined on ST , and µli (y)
and µch

(y) are the membership functions of the fuzzy sets as-
sociated with the linguistic terms li and ch , respectively.

Example 1: Let S = {l0 , l1 , . . . , l4} and ST =
{c0 , c1 , . . . , c6} be two term sets with the following semantics:

l0 = (0, 0, 0.25) c0 = (0, 0, 0.16)

l1 = (0, 0.25, 0.5) c1 = (0, 0.16, 0.34)

l2 = (0.25, 0.5, 0.75) c2 = (0.16, 0.34, 0.5)

l3 = (0.5, 0.75, 1) c3 = (0.34, 0.5, 0.66)

l4 = (0.75, 1, 1) c4 = (0.5, 0.66, 0.84)

c5 = (0.66, 0.84, 1)

c6 = (0.84, 1, 1).

The fuzzy set obtained when applying τSST
to l1 is (see Fig. 4)

τSST
(l1) = {(c0 , 0.39), (c1 , 0.85), (c2 , 0.85),

(c3 , 0.39), (c4 , 0), (c5 , 0), (c6 , 0)}.

In order to unify all the experts’ preferences, different multi-
granular transformation functions τSi ST

are defined. Each lin-
guistic preference value plk

i ∈ Si will be transformed in a
fuzzy set p̃lk

i = τSi ST
(plk

i ) = {(ch , αlk
h )|h = 0, . . . , g} on ST .

To simplify, we will use the membership degrees (αlk
0 , . . . , αlk

g )
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to denote each fuzzy set p̃lk
i

P̃ei =




p̃11
i =(α11

0 , . . . , α11
g ) · · · p̃1n

i = (α1n
0 , . . . , α1n

g )

...
. . .

...

p̃n1
i =(αn1

0 , . . . , αn1
g ) · · · p̃nn

i = (αnn
0 , . . . , αnn

g )


.

B. Computing the Consensus Degree and Control of the
Consensus Process

Once all the linguistic preferences have been unified by means
of fuzzy sets on the BLTS, the following two steps are applied.

1) Computing the consensus degree: The level of agreement
achieved in the current round is obtained. To do so, a global
consensus degree, called consensus on relation cr ∈ [0, 1],
is computed (see the Appendix).

2) Control of the consensus process: In this phase, both the
global consensus degree cr and the consensus threshold γ
are compared such that:

a) if cr ≥ γ, the level of agreement is sufficient, the
consensus process will stop, and the selection pro-
cess will be applied;

b) if cr < γ, a new consensus round is applied.
Note that γ is fixed in advance and represents the necessary

level of agreement for a solution to be accepted by the group.
A γ value too high may cause that the first condition will never
be satisfied, and in consequence, we have a never-ending con-
sensus process. In order to avoid this situation, we define a
parameter Max rounds that limits the maximum number of con-
sensus rounds. This parameter has already been used by other
authors in the control of consensus processes [7], [33].

The value of γ will obviously depend on the particular prob-
lem we are dealing with. When the consequences of the decision
to be made are of utmost importance, the minimum level of con-
sensus required to make that decision should be logically as high
as possible, and it is not unusual if a minimum value of 0.8 or
higher is imposed. At the other extreme, we have cases where
the consequences are not so serious (but are still important),
and it is urgent to obtain a solution to the problem, and thus, a
minimum consensus value as close as possible to 0.5 could be
required.

C. Adaptive Search for Preferences

If the agreement among all experts is low, then there exist a lot
of experts’ preferences in disagreement. In such a case, in order
to bring the preferences closer to each other and so to improve
the consensus situation, the number of changes in the experts’
preferences should be high. However, if the agreement is high,
the majority of preferences is close and only a low number of
experts’ preferences are in disagreement; it seems reasonable to
change only these particular preferences. We distinguish three
levels of consensus: very low, low, and medium consensus. Each
level implies a different search policy to identify the preferences
with low agreement degree. When the level of consensus is very
low, all experts will be advised to modify all the preferences
values identified in disagreement, while if the level of consensus
is greater, the search will be limited to the preference values

Fig. 5. Adaptive search for preferences.

in disagreement of those experts furthest from the group. To
do so, the system establishes three different PSps: “PSp for
very low consensus,” “PSp for low consensus,” and “PSp for
medium consensus.” Each PSp will identify the preferences in
disagreement in a different way. This fact defines the adaptive
character of our model.

The adaptive search for preferences consists of two processes
(see Fig. 5).

1) Choose the most suitable PSp: Two parameters θ1 and
θ2 , whose values depend on the particular problem dealt
with, are fixed at the beginning of the consensus process to
differentiate the three consensus situations: very low, low,
and medium consensus. Depending on both parameters,
we choose the most appropriate PSp to apply to each
particular consensus round: a) PSp for very low consensus
if cr ≤ θ1 ; b) PSp for low consensus if cr ≤ θ2 ; and c)
PSp for medium consensus otherwise.

2) Apply the PSp: Each PSp finds out a set of pref-
erences, PREFECH i = {(l, k), l, k ∈ {1, 2, . . . , n}, l �=
k}, to be changed by each expert ei in order to improve the
agreement in the next round. In each PSp, the agreement
is analyzed in a different preference representation level.

a) In PSp for very low consensus, the level of pairs of
alternatives is considered.

b) In PSp for low consensus, the level of alternative is
considered.

c) In PSp for medium consensus, the level of preference
relation is considered.

The three PSps are described in detail below:
1) PSp for Very Low Consensus (PSpV L ): Usually, at the

beginning of the consensus process, experts’ preferences are
quite far from each other, and therefore, the agreement will be
very low. In these situations, it seems reasonable to require many
changes in order to make the preferences closer to one another.
To do this, the procedure suggests modifying the preference val-
ues on all the pairs of alternatives where the agreement is not
high enough. These changes may be carried out either by some
experts, for example, the experts furthest from the group as pro-
posed in [35], or by all experts. We consider the second option
more appropriate because it prevents some experts imposing
their preferences in the first rounds, and as a consequence, the
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Fig. 6. Chosen preferences by P SpV L .

consensus process could be guided toward their own opinions,
which is known as “tyranny of the majority,” and is a problem
that should be avoided in consensus reaching processes [54].
Also, with the second option, all experts would be willing to
share the final solution because their preferences were taken
into account to obtain the solution.

PSpV L finds out the set of preferences to be changed by
ei,PREFECH V L

i , as follows.
1) First, the pairs of alternatives with a consensus degree

smaller than a threshold ρ defined at level of pairs of alter-
natives, P = {(l, k)|cplk < ρ}, are identified. The value
of ρ may be static and fixed before starting the consen-
sus process or dynamic with respect to the level of con-
sensus reached in each round. The selection of such a
threshold plays a very important role in the identifica-
tion process because a static value too high may imply
many changes (leading to all experts having to change al-
most all their preference values), while a value too low
may imply very few changes. We consider that a dy-
namic value that changes during the consensus process
is better than static one fixed in advance. In this pa-
per, we have assigned to ρ the average of the consen-
sus degree at level of all pairs of alternatives, ρ = cp,
such that cp =

∑n
l=1(

∑n
k=1,l �=k cplk )/(n2 − n). Then,

P = {(l, k)|cplk < cp, l, k = 1, . . . , n}.
2) The set of preference values PREFECH V L

i to be changed
by each expert ei will be

PREFECH V L
i = P.

In Fig. 6, the characteristics and the behavior of this procedure
are graphically described.

2) PSp for Low Consensus (PSpL ): After several discussion
rounds, the agreement among all experts should be greater than
at the beginning with θ1 < cr ≤ θ2 . In this situation, it seems
logical to reduce the number of changes and modify the point
of view for the analysis of the agreement. While in the PSpV L

we focused on all the pairs of alternatives in disagreement, in
the PSpL the agreement is analyzed from the point of view of

the alternatives and only the preference values in disagreement
of those alternatives where agreement is not sufficient will be
considered.

Another important difference with respect to the PSpV L is
the number of experts involved in the change of preferences.
While in the PSpV L , all experts are required to modify the
identified preference values, in the PSpL , the following re-
striction is added: the experts required to modify the identi-
fied preference values will be those with proximity value at
level of alternatives, for those identified alternatives in dis-
agreement, smaller than an alternative proximity threshold β,
i.e., {ei |pal

i < β, β ∈ [0, 1], i ∈ {1, . . . , m}}. As in the previ-
ous case, the value of β may be static or dynamic. Again, we
consider the second option more appropriate because it means
that the restriction adapts to the proximity values obtained in
each consensus round. A possible dynamic value in this case
could be the arithmetic mean of all proximity on alternatives
β = pal =

∑m
i=1 pal

i/m.
PSpL finds out the set of preferences to be changed by each

ei,PREFECH L
i , as follows.

1) The consensus degrees at level of alternatives are obtained
(see the Appendix): {cal |l = 1, . . . , n}.

2) Alternatives to be changed Xch are identified. A dynamic
consensus threshold at level of alternatives is proposed in
this case, such as the average of the consensus degrees
at level of alternative ca =

∑n
l=1 cal/n, and then, Xch =

{l|cal < ca}.
3) Pairs of alternatives to be changed are identified: P =

{(l, k)|l ∈ Xch ∧ cplk < cp}.
4) The proximity of the alternatives that should be changed

is computed for all experts (see the Appendix): {pal
i |l ∈

Xch}∀ei ∈ E.
5) The proximity threshold β = pal used to identify the ex-

perts that will be required to modify the identified pairs of
alternatives is computed.

6) Then, the sets of preference values that are required to be
modified are

PREFECH L
i = {(l, k) ∈ P | pal

i < pal}.

Clearly, the new restriction reduces the number of preferences
and experts required to make changes. Consequently, we have

#

(⋃
i

PREFECH L
i

)
≤ #

(⋃
i

PREFECH V L
i

)
.

Graphically, the behavior of this procedure is shown in Fig. 7.
By comparing this figure with the previous one, we can check
that, indeed, the number of changes required is reduced.

3) PSp for Medium Consensus (PSpM ): In the last con-
sensus rounds, the agreement will be close to the desired con-
sensus threshold, θ2 < cr < γ. Therefore, the agreement can
be improved by suggesting fewer changes than in the previ-
ous two cases. Consequently, a new restriction is added to the
PSpM , which will reduce the number of experts required to
modify their opinions: only those experts who have proximity
values on the pairs of alternatives identified in disagreement
smaller than a specific proximity threshold at level of pairs of
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Fig. 7. Chosen preferences by P SpL .

Fig. 8. Chosen preferences by P SpM .

alternatives will have to change their opinions. This is illustrated
in Fig. 8.

The computation of the set of preferences to be changed by
ei,PREFECH M

i in PSpM , is as follows.
1) Operations enumerated from 1 to 5 in PSpL are carried

out.
2) The proximity threshold to be used in identifying the ex-

perts required to modify the identified pairs of alternatives
in disagreement is computed:

{
pplk =

∑m
i=1 pplk

i /m |
(l, k) ∈ P

}
.

3) The sets of preference values that are required to be mod-
ified are

PREFECH M
i = {(l, k) ∈ P | pal

i < pal ∧ pplk
i < pplk}.

Clearly, we have #(
⋃

i PREFECH M
i ) ≤

#(
⋃

i PREFECH L
i ).

Therefore, this adaptive search of preferences in disagreement
reduces the number of changes as the consensus increases.

The main features of the PSps are shown in the Table I.

TABLE I
SUMMARY TABLE OF PSPS

D. Production of Advice

Once the preferences to be changed have been identified, the
model shows the right direction of the changes in order to im-
prove the agreement. For each preference value to be changed,
the model will suggest increasing or decreasing the current as-
sessment.

A guidance advice system based on several direction param-
eters was proposed in [35] to increase the agreement. However,
this system presented some difficulties. In this paper, we present
a new mechanism based on a set of direction rules to identify and
suggest the changes. These rules compare the central values of
the fuzzy sets on ST of the individual and collective preference
assessments cv(p̃lk

i ) and cv(p̃lk
c ). The central value represents

the center of gravity of the information contained in the fuzzy
set (see the Appendix). The new direction rules, DR, in our case
are as follows.

DR.1: If (cv(p̃lk
i ) − cv(p̃lk

c )) < 0, then the expert ei should in-
crease the assessment associated with the pair of alternatives
(xl, xk ).

DR.2: If (cv(p̃lk
i ) − cv(p̃lk

c )) > 0, then the expert ei should de-
crease the assessment associated with the pair of alternatives
(xl, xk ).

DR.3: If (cv(p̃lk
i ) − cv(p̃lk

c )) = 0, then the expert ei should not
modify the assessment associated with the pair of alternatives
(xl, xk ).

IV. APPLICATION OF THE ACSS MODEL

In this section, we apply the ACSS model presented in Sec-
tion III to a GDM problem with multigranular fuzzy linguistic
information.

A. GDM Framework

Let us suppose that a supermarket wants to buy 10 000
bottles of Spanish wine from among four possible brands
of wine or alternatives: {x1 = Marques de Caceres, x2 =
Los Molinos, x3 = Somontano, x4 = Rene Barbier}.

The manager decided to inquire eight experts about their
opinions E = {e1 , . . . , e8}. The experts have to reach a high
level of agreement before choosing the best brand of wine. Due
to the fact that the experts involved in the problem have different
levels of knowledge about wine, three linguistic term sets with
different cardinalities may be used to provide their preferences.
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1) Experts e3 and e7 use label set A

a0 = (0, 0, 0.13) a1 = (0, 0.13, 0.25)

a2 = (0.13, 0.25, 0.38) a3 = (0.25, 0.38, 0.5)

a4 = (0.38, 0.5, 0.63) a5 = (0.5, 0.63, 0.75)

a6 = (0.63, 0.75, 0.88) a7 = (0.75, 0.88, 1)

a8 = (0.88, 1, 1).

2) Experts e4 , e5 , and e8 use label set B

b0 = (0, 0, 0.17) b1 = (0, 0.17, 0.33)

b2 = (0.17, 0.33, 0.5) b3 = (0.33, 0.5, 0.67)

b4 = (0.5, 0.67, 0.83) b5 = (0.67, 0.83, 1)

b6 = (0.83, 1, 1).

3) Experts e1 , e2 , and e6 use label set C

c0 = (0, 0, 0.25) c1 = (0, 0.25, 0.5)

c2 = (0.25, 0.5, 0.75) c3 = (0.5, 0.75, 1)

c4 = (0.75, 1, 1).

Initially, the experts provide the following linguistic prefer-
ence relations:

Pe1 =




− c0 c0 c2
c4 − c3 c4
c3 c0 − c1
c2 c1 c3 −


 Pe2 =




− c2 c0 c4
c1 − c1 c1
c3 c3 − c1
c0 c4 c3 −




Pe3 =




− a1 a4 a3
a5 − a8 a4
a4 a1 − a2
a5 a5 a7 −


 Pe4 =




− b0 b4 b5
b6 − b1 b6
b3 b4 − b2
b0 b1 b4 −




Pe5 =




− b4 b1 b6
b2 − b3 b2
b4 b3 − b2
b0 b5 b3 −


 Pe6 =




− c2 c3 c1
c2 − c0 c1
c0 c4 − c4
c4 c4 c0 −




Pe7 =




− a0 a3 a7
a8 − a0 a4
a4 a8 − a5
a1 a4 a3 −


 Pe8 =




− b6 b1 b3
b0 − b0 b5
b6 b6 − b5
b4 b1 b0 −


 .

The parameters applied to the ACSS model are
1) γ = 0.75;
2) θ1 = 0.65 and θ2 = 0.72;
3) Max rounds = 10.

B. First Round

1) Making the Linguistic Information Uniform: According
to conditions set out in Section III-A, ST = A. To unify the
different linguistic term sets, three multigranular transformation
functions {τAST

, τBST
, τC ST

} are used (see Tables II and III).
2) Computing the Consensus Degree and Control of the Con-

sensus Process:
a) Computing consensus degree: The consensus degree

obtained at the different levels is as follows (see the Appendix).

TABLE II
FUZZY SETS OBTAINED FOR τA ST

AND τB ST

TABLE III
FUZZY SETS OBTAINED FOR τC ST

i) Pairs of alternatives

CM =




− 0.6 0.69 0.68
0.58 − 0.58 0.66
0.71 0.58 − 0.69
0.61 0.61 0.63 −


 .

ii) Alternatives(
ca1 = 0.642, ca2 = 0.6, ca3 = 0.645, ca4 = 0.646

)
.

iii) Relation: cr = 0.633.
b) Control of the consensus process: Because cr =

0.63 < γ = 0.75, the adaptive search of preference values in
disagreement is activated.

3) Adaptive Search for Preferences:
a) Choose the most suitable PSp: Given that cr =

0.633 ≤ θ1 = 0.65, the level of agreement is very low, and
therefore, PSpV L is applied.

b) Apply the PSpV L :
i) Identification of pairs of alternatives in disagree-

ment

P = {(1, 2), (2, 1), (2, 3), (3, 2), (4, 1), (4, 2), (4, 3)}.
ii) Set of preferences to be changed by all experts

PREFECH V L
i = P, i = 1, . . . , 8.

4) Production of Advice:
a) According to rule DR1, the experts are required to in-

crease the following preference assessments:

p12
1 = c0 → c1 p12

3 = a4 → a5

p41
5 = b0 → b1 p23

7 = a0 → a1

p32
1 = c0 → c1 p32

3 = a1 → a2

p43
5 = b3 → b4 p41

7 = a1 → a2

p42
1 = c1 → c2 p12

4 = b0 → b1

p21
6 = c2 → c3 p42

7 = a4 → a5

p21
2 = c1 → c2 p23

4 = b1 → b2

p23
6 = c0 → c1 p43

7 = a3 → a4
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p23
2 = c1 → c2 p41

4 = b0 → b1

p43
6 = c0 → c1 p21

8 = b0 → b1

p41
2 = c0 → c1 p42

4 = b1 → b2

p12
7 = a0 → a1 p23

8 = b0 → b1

p21
5 = b2 → b3 p42

8 = b1 → b2

p32
5 = b3 → b4 p43

8 = b0 → b1 .

b) According to rule DR2, the experts are required to de-
crease the following preference assessments:

p21
1 = c4 → c3 p43

2 = c3 → c2

p32
4 = b4 → b3 p41

6 = c4 → c3

p23
1 = c4 → c3 p23

3 = a8 → a7

p43
4 = b4 → b3 p42

6 = c4 → c3

p41
1 = c2 → c1 p42

3 = a5 → a4

p12
5 = b4 → b3 p21

7 = a8 → a7

p43
1 = c3 → c2 p21

3 = a5 → a4

p23
5 = b3 → b2 p32

7 = a8 → a7

p12
2 = c2 → c1 p41

3 = a5 → a4

p42
5 = b5 → b4 p12

8 = b6 → b5

p32
2 = c3 → c2 p43

3 = a7 → a6

p12
6 = c2 → c1 p32

8 = b6 → b5

p42
2 = c4 → c3 p21

4 = b6 → b5

p32
6 = c4 → c3 p41

8 = b4 → b3 .

C. Second Round

1) Gathering Information (New Preferences): According to
the previous advices, the experts implemented all suggested
changes, and the new provided preferences are

Pe1 =




− c1 c0 c2
c3 − c2 c4
c3 c1 − c1
c1 c2 c2 −


 Pe2 =




− c1 c0 c4
c2 − c2 c1
c2 c3 − c1
c1 c3 c2 −




Pe3 =




− a2 a4 a3
a4 − a7 a4
a4 a2 − a2
a4 a4 a6 −


 Pe4 =




− b1 b4 b5
b5 − b2 b6
b3 b3 − b2
b1 b2 b3 −




Pe5 =




− b3 b1 b6
b3 − b2 b2
b4 b4 − b2
b1 b4 b4 −


 Pe6 =




− c1 c3 c1
c3 − c1 c1
c0 c3 − c4
c3 c3 c1 −




Pe7 =




− a1 a3 a7
a7 − a1 a4
a4 a7 − a5
a2 a5 a4 −


 Pe8 =




− b5 b1 b3
b1 − b1 b5
b6 b5 − b5
b3 b2 b1 −


.

TABLE IV
PROXIMITY AT LEVEL OF ALTERNATIVES

Note: In the remaining rounds, we shall only show the most
relevant information, the evolution of the consensus degrees and
the operation of PSps.

2) Computing the Consensus Degree and Control of the Con-
sensus Process:

a) Consensus degree:
i) Pairs of alternatives

CM =




− 0.77 0.69 0.68
0.73 − 0.73 0.66
0.72 0.71 − 0.69
0.77 0.8 0.78 −


 .

ii) Alternatives(
ca1 = 0.725, ca2 = 0.73, ca3 = 0.719, ca4 = 0.728

)
.

iii) Relation: cr = 0.726.
b) Control of the consensus process: Because cr =

0.726 < γ = 0.75, the adaptive search of preference values in
disagreement is activated.

3) Adaptive Search for Preferences:
a) Choose the most suitable PSp: Given that θ2 = 0.72 <

cr = 0.726 < γ = 0.75, the level of agreement is medium, and
therefore, PSpM is applied.

b) Apply the PSpM :
i) Identifying the alternatives with consensus degree

not high enough

Xch = {l|cal < 0.726} = {x1 , x3}.

ii) For each one of the aforementioned alternatives, the
preference values in disagreement are identified

P = {(l, k)|l ∈ Xch, cplk < 0.726}
= {(1, 3), (1, 4), (3, 1), (3, 2), (3, 4)}.

iii) Computing the proximity values at level of alterna-
tives for these elements in Xch (Table IV).

iv) Computing the proximity thresholds used to iden-
tify the experts required to modify their preferences

pa1 = 0.8 pa3 = 0.81.

v) Computing the proximity thresholds used to select
the experts required to modify the identified pairs
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of alternatives in disagreement

pp12 = 0.83 pp13 = 0.78 pp14 = 0.76
pp21 = 0.81 pp23 = 0.82 pp24 = 0.76
pp31 = 0.82 pp32 = 0.79 pp34 = 0.77
pp41 = 0.83 pp42 = 0.86 pp43 = 0.85.

vi) Sets of preferences to be changed

PREFECH M
1 = {(3, 1), (3, 2)}

PREFECH M
6 = {(1, 3), (1, 4), (3, 1), (3, 4)}

PREFECH M
3 = {(3, 2)}

PREFECH M
8 = {(3, 1), (3, 2), (3, 4)}.

4) Production of Advice:
a) According to rule DR1, the experts are required to

increase the following preference assessments:

p32
1 = c1 → c2 p32

3 = a2 → a3

p31
6 = c0 → c1 p14

6 = c1 → c2 .

b) According to rule DR2, the experts are required to
decrease the following preference assessments:

p31
1 = c3 → c2 p13

6 = c3 → c2

p34
6 = c4 → c3 p31

8 = b6 → b5

p32
8 = b5 → b4 p34

8 = b5 → b4 .

D. Third Round

1) Gathering Information (New Preferences):

Pe1 =




− c1 c0 c2
c3 − c2 c4
c2 c2 − c1
c1 c2 c2 −


 Pe3 =




− a2 a4 a3
a4 − a7 a4
a4 a3 − a2
a4 a4 a6 −




Pe6 =




− c1 c2 c2

c3 − c1 c1
c1 c3 − c3

c3 c3 c1 −


 Pe8 =




− b5 b1 b3
b1 − b1 b5
b5 b4 − b4

b3 b2 b1 −


.

2) Computing the Consensus Degree and Control of the Con-
sensus Process:

a) Consensus degree:
i) Pairs of alternatives

CM =




− 0.77 0.8 0.77
0.73 − 0.73 0.73
0.82 0.8 − 0.76
0.77 0.8 0.78 −


 .

ii) Alternatives(
ca1 = 0.759, ca2 = 0.746, ca3 = 0.771, ca4 = 0.749

)
.

iii) Relation: cr = 0.756.
b) Control of the consensus process: Because cr =

0.756 > γ = 0.75, the desired level of consensus is achieved,
and the selection process is applied.

Fig. 9. Experts’ preferences behavior during the consensus reaching process.

E. Graphic Description of the Experts’ Preferences Behavior

Fig. 9 illustrates graphically the experts’ preferences in the
first and third rounds. Each point represents the preference value
given by each expert (in a different color) on a pair of alterna-
tives. In this figure, the movements of the experts’ preferences
on the pairs (1, 3) and (3, 2) are highlighted by means of a
box. We note that the preferences come closer each other, form-
ing a group (some experts’ preferences cannot be seen because
they are hidden by some other equal assessment), and therefore
increases the level of agreement.

V. CONCLUSION

In this paper, we have analyzed the consensus processes in
GDM problems under multigranular linguistic information, and
have proposed an ACSS model to guide it and reduce the number
of consensus rounds. To do so, different procedures to find out
the experts’ preference values furthest from the collective ones
have been defined. These procedures are applied according to
the level of agreement achieved in each consensus round. With
this proposal, we overcome the convergence problems detected
in other consensus approaches existing in the literature [3], [7],
[26], [33], [35], [44].

APPENDIX

This appendix contains the measurements to evaluate the
agreement, i.e., consensus degrees and proximity measures.

Experts might use linguistic term sets with different car-
dinality and semantics. To unify this information, each ex-
pert’s linguistic preference plk

i is transformed in a fuzzy set
p̃lk

i = (αlk
i0 , . . . , α

lk
ig ). Some drawbacks related to the use of tra-

ditional distance measurements were pointed out in [35], and an
alternative similarity function s(·) was proposed to overcome
them. The similarity function takes as its arguments the cen-
tral values of the fuzzy sets to compare. Given a fuzzy set
p̃lk

i = (αlk
i0 , . . . , α

lk
ig ), its central value defined as [15], [45],

cv(p̃lk
i ) =

∑g
h=0 hαlk

ih/
∑g

h=0 αlk
ih represents the center of grav-

ity of the information contained in the fuzzy set.
The similarity between two preference values, s(p̃lk

i , p̃lk
j ) ∈

[0, 1], is defined as s(p̃lk
i , p̃lk

j ) = 1 −
∣∣(cv(p̃lk

i ) − cv(p̃lk
j ))/g

∣∣.
The closer s(p̃lk

i , p̃lk
j ) is to 1, the more similar p̃lk

i and p̃lk
j are,

while the closer s(p̃lk
i , p̃lk

j ) is to 0, the more distant p̃lk
i and p̃lk

j

are.
Consensus degrees measure the agreement between ex-

perts’ preferences. For each pair of experts i and j (i <
j), a similarity matrix SMij =

(
smlk

ij

)
is calculated with
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smlk
ij = s(p̃lk

i , p̃lk
j ), l, k = 1, . . . , n ∧ l �= k. The consen-

sus matrix, CM = (cmlk ), is obtained by aggregating all the
similarity matrices. This aggregation is carried out at level of
pairs of alternatives: cmlk = φ(smlk

ij ), i, j = 1, . . . ,m, l, k =
1, . . . , n ∧ i < j. In this paper, we use the arithmetic mean
as aggregation function φ, although different aggregation op-
erators could be used according to the particular properties to
implement.

Consensus degrees are obtained from the consensus matrix
CM and in each one of the three different levels of the prefer-
ence relation Pei .

Level 1 (Consensus on pairs of alternatives): The consensus
degree on a pair of alternatives (xl, xk ), called cplk , measures
the agreement among all experts on that pair of alternatives:
cplk = cmlk∀l, k = 1, . . . , n ∧ l �= k.

Level 2 (Consensus on alternatives): The consensus de-
gree on an alternative xl , called cal , measures the
agreement among all experts on that alternative: cal =
(
∑n

k=1,l �=k (cplk + cpkl))/2(n − 1).
Level 3 (Consensus on the relation): The consensus degree on

the relation, called cr, measures the global agreement among
the experts’ preferences: cr =

∑n
l=1 cal/n.

Proximity measurements evaluate the proximity between
the individual experts’ preferences and the collective ones.
The collective preference P̃ec = (p̃lk

c ) is calculated by aggre-
gating the set of (uniformed) individual preference relations
{P̃e1 , . . . , P̃em }: p̃lk

c = ψ(p̃lk
1 , . . . , p̃lk

m ), with ψ, an “aggrega-
tion operator.” Then, for each expert ei , we calculate a proxim-
ity matrix PMi = (pmlk

i ), pmlk
i = s(p̃lk

i , p̃lk
c ), which measures

the distance between P̃ei
and P̃ec

.
The proximity measurements are computed in each one of

the three levels of the relation, too.

Level 1 (Proximity on pairs of alternatives): Given an expert ei ,
his/her proximity measure on a pair of alternatives (xl, xk ),
called pplk

i , measures the proximity between his/her pref-
erence and the collective one on that pair of alternatives:
pplk

i = pmlk
i ∀l, k = 1, . . . , n ∧ l �= k.

Level 2 (Proximity on alternatives): Given an expert ei ,
his/her proximity measure on an alternative xl , called
pal , measures the proximity between his/her prefer-
ence and the collective one on that alternative: pal

i =
(
∑n

k=1,k �= l(pplk
i + ppkl

i ))/2(n − 1).
Level 3 (Proximity on the relation): Given an expert ei , his/her

proximity measure on the relation, called pri , measures the
global proximity between his/her individual preferences and
the collective one: pri = (

∑n
l=1 pal

i)/n.
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“A model of fuzzy linguistic IRS based on multi-granular linguistic in-
formation,” Int. J. Approximate Reason., vol. 34, no. 3, pp. 221–239,
2003.

[33] E. Herrera-Viedma, F. Herrera, and F. Chiclana, “A consensus model for
multiperson decision making with different preference structures,” IEEE
Trans. Syst., Man, Cybern. A, Syst. Humans, vol. 32, no. 3, pp. 394–402,
May 2002.
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