Bankruptcy prediction modeling with hybrid case-based reasoning and genetic algorithms approach

Hyunchul Ahn a, Kyoung-jae Kim b,*

a School of Business IT, Kookmin University 861-1, Jeongneung-dong, Seongbuk-gu, Seoul 136-702, Korea
b Department of Management Information Systems, Dongguk University, 3-26 Pil-Dong, Chung-Gu, Seoul 100-715, South Korea

ABSTRACT

One of the most important research issues in finance is building effective corporate bankruptcy prediction models because they are essential for the risk management of financial institutions. Researchers have applied various data-driven approaches to enhance prediction performance including statistical and artificial intelligence techniques, and many of them have been proved to be useful. Case-based reasoning (CBR) is one of the most popular data-driven approaches because it is easy to apply, has no possibility of overfitting, and provides good explanation for the output. However, it has a critical limitation—its prediction performance is generally low. In this study, we propose a novel approach to enhance the prediction performance of CBR for the prediction of corporate bankruptcies. Our suggestion is the simultaneous optimization of feature weighting and the instance selection for CBR by using genetic algorithms (GAs). Our model can improve the prediction performance by referencing more relevant cases and eliminating noises. We apply our model to a real-world case. Experimental results show that the prediction accuracy of conventional CBR may be improved significantly by using our model. Our study suggests ways for financial institutions to build a bankruptcy prediction model which produces accurate results as well as good explanations for these results.
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1. Introduction

Prediction of corporate bankruptcies has long been an important topic and has been studied extensively in the finance and management literature because it is an essential basis for the risk management of financial institutions. Bankruptcy prediction models have used various statistical and artificial intelligence techniques. These techniques include discriminant analysis, logistic regression, decision tree, k-nearest neighbor, and artificial neural networks (ANNs) (see [1]). Among them, ANN has become one of the most popular techniques for the prediction of corporate bankruptcy due to its high prediction accuracy. ANN, however, has not been applied widely in financial companies because it is generally difficult to build models. The difficulty stems from many parameters to be set by heuristics. Furthermore, there is a danger of overfitting, and it is usually difficult to explain why it produces a specific result, i.e. poor explanation ability. So, there has been a need for other artificial intelligence techniques which have good explanation ability as well as high prediction performance.

Case-based reasoning (CBR) may be an alternative to relieve the above limitations of ANN. There is no possibility for overfitting because it uses specific knowledge of previously experienced problems rather than their generalized patterns [2]. Furthermore, CBR is maintained in an up-to-date state because the case-base is updated in real time, which is a very important feature for the real-world application.

Nevertheless, CBR has hardly attracted researchers’ interest because its prediction accuracy is usually much lower than the accuracy of ANN. Thus, there have been many studies to enhance the performance of CBR. Among them, the mechanisms to enhance the case retrieval process such as the selection of the appropriate feature subsets, instance subsets and the determination of feature weights have been most frequently studied (see [3–7]).

One of the state-of-the-art techniques for CBR is simultaneous optimization of these parameters in CBR. Most prior research tried to optimize these parameters independently. However, we can find the global optimization model for CBR when considering these parameters simultaneously, which improves the prediction results synergistically.
This study proposes a novel hybrid approach that optimizes the weights of the features and the training instances simultaneously by genetic algorithms (GAs). To validate the usefulness of our model, we apply it to the real-world case of corporate bankruptcy prediction and review the results produced by our model.

The rest of the paper is organized as follows. Section 2 briefly reviews prior studies, and Section 3 proposes our research model, the simultaneous optimization of feature weights and relevant instances by the GA approach. In the next section, the explanation for the research design and experiments are presented, and Section 5 describes all the empirical results and their meanings. In the final section, the conclusions of the study are presented.

2. Prior research

We review the prior studies on corporate bankruptcy prediction first. We also examine the general concept of CBR and the previous research to optimize it. After that, we review the recent studies regarding simultaneous optimization of several parameters for CBR systems. In the end, we examine the GA approach – the key method for simultaneous optimization – in detail.

2.1. Prior research on bankruptcy prediction using data-driven approaches

There has been substantial research into bankruptcy prediction because it is one of the most important problems for companies and financial institutions. Various techniques including ANN, decision tree, logistic regression, and discriminant analysis have been employed to predict corporate bankruptcy [1].

Early studies by Altman [8] and Deakin [9] used discriminant analysis to predict corporate bankruptcies. More recent research by Ohlson [10] used logit and probit models to predict bankruptcies. In addition, several studies in the past used artificial intelligence techniques to predict financial distress. In one of the earliest studies, Odom and Sharda [11] and Tam and Kiang [12] introduced ANN for predicting corporate bankruptcies. Following these studies, a number of studies further investigated the use of data mining techniques in financial distress prediction. Table 1 summarizes literature and methodological issues for using data mining techniques to predict corporate bankruptcies.

In Table 1, the authors of prior research mainly tested the feasibility of ANN in bankruptcy prediction. However, ANN has some limitations such as the possibility of overfitting the training data and its poor explanation ability for the results. Overcoming the danger of overfitting is crucial because bankruptcy prediction often needs huge data sets for generalizing the results. In addition, explanation ability is also important for real-world financial institutions in order to provide empirical evidence for decision makers. To address these limitations, this paper suggests a hybrid CBR and GA technique as a tool for financial distress prediction.

2.2. Case-based reasoning and optimization models

CBR is a problem solving technique that reuses past, similar cases to find solutions to problems. It provides a solution to a new problem or situation case by referencing a library of stored old cases—a case base. It mirrors the problem-solving approaches taken by human beings who solve current problems using past experiences. Most artificial intelligence approaches depend on general knowledge of a problem domain. However, CBR just refers to specific knowledge of previously experienced situations. Thus, it fits with complex and unstructured problems, and it is easy and convenient to update the knowledge base [4,28]. For these reasons, CBR has been popularly applied to management and engineering areas. Intelligent product catalogs for Internet shopping malls, conflict resolution in air traffic control, medical diagnosis and even the design of semiconductors are examples of CBR applications [29].

The process involved in CBR is represented by a 4-step cycle in Fig. 1 [30].

Among the steps of the above cycle, ‘RETRIEVE’ – the first step – is considered as the most important phase because the performance of CBR is determined here. The system matches a new problem against cases in the case base using a specific retrieval method, and finds the most similar cases in this step. This method is called ‘nearest neighbor (NN) matching’. In NN matching, similar cases that are found affect the quality of the solution significantly, thus it is very important to design an effective retrieval method.
The similarity between an input case and stored cases can be determined in many ways. When cases are represented as feature vectors, calculating the weighted sum of feature distances is a common approach. Eq. (1) shows a typical numerical function for NN matching [31]:

$$\sum_{i=1}^{n} W_i \times \text{sim}(f_i, f_i^*)$$

where $W_i$ is the weight of the $i$th feature, $f_i$ is the value of the $i$th feature for the input case, $f_i^*$ is the value of the $i$th feature for the retrieved case, and $\text{sim}(\cdot, \cdot)$ is the similarity function (usually, Euclidean distance) for $f_i$ and $f_i^*$.

Eq. (1) contains many factors to be set in a heuristic way. There have been plenty studies to optimize them using scientific approaches. Among them, determining appropriate $f_i$ (relevant features) and $W_i$ (feature weights), and $R$ (relevant instances) have been popular research topics in CBR literature.

### 2.3. Feature selection and weighting approaches in CBR

Feature selection is a method that uses only a small subset of features that prove to be relevant to the target concept. On the other hand, feature weighting is the method of assigning a proper weight to each feature according to its importance. Feature weighting can reflect the relative importance with sophistication, but feature selection can just determine whether the model would include a specific feature or not. That is, feature selection is a special case of feature weighting. Consequently, the prediction performance of the CBR system whose feature weights are optimized is always better than the CBR system whose feature selections are optimized.

There are many studies on feature selection. Stearns [32] proposed the Sequential Forward Selection (SFS) method which finds optimal feature subsets with the highest accuracy by varying the number of features. Siedlecki and Sklanski [33] proposed the genetic approach to feature subset selection and Cardie [34] used the decision tree method for a tool to select optimal features. Skalak [35] and Domingos [36] proposed different approaches for feature selection such as a hill climbing algorithm and a clustering method. In addition, Cardie and Howe [37] and Jarmulak et al. [31] suggested a combined model—the feature subset selection method and the feature weighting method. Their models selected relevant features using a decision tree in the first step, and then assigned weights to the selected features. The model from Cardie and Howe [37] determined the weights of the selected features using information gain, but Jarmulak et al. [31] used GA.

Kelly and Davis [38] proposed the GA approach to optimize feature weighting. Similar methods are applied to the prediction of corporate bond rating [4], failure-mechanism identification [39], and customer classification for customer relationship management [6]. Moreover, Wetttschereck et al. [40] presented various feature weighting methods based on distance metrics in the machine learning literature and compared each method empirically.

### 2.4. Instance selection approaches

The instance selection technique has been proposed as a way of finding the representative cases in a case-base and determining a reduced subset of the case-base. Some of the literature calls this technique ‘editing’ or ‘prototype selection’. Reducing the whole case-base into a small subset that consists of only representative cases positively affects on conventional CBR systems. First of all, it reduces search space, so we can save computing time searching for nearest neighbors. It also produces quality results because it may eliminate noises in a case-base. Therefore, this issue has been researched for a long time, especially in computer science.

In the earliest study, Hart [41] proposed the condensed nearest neighbor algorithm and Wilson [42] presented Wilson’s method. Their primitive algorithms were based on simple information gain theory. Recently, researchers have applied mathematical tools or artificial intelligence techniques for instance selection. For example, Sanchez et al. [43] suggested the proximity graph approach and Lipowezky [44] presented a linear programming model as a tool for instance selection. In addition, Yan [45] and Huang et al. [46] proposed ANN to effectively select appropriate instances for CBR. Skalak [47] and Babu and Murty [48] suggested various schemes of GA approaches for instance selection and compared the performance of each method.

#### 2.5. Simultaneous optimization approaches

Although prior research that proposed proper feature selection, feature weighting and instance selection might yield good results in CBR system, most previous studies tried to optimize these parameters independently. However, the simultaneous optimization model for CBR might improve the prediction results synergetically. Nevertheless, there are few studies on the simultaneous optimization of CBR due to its short history.

The first attempt to optimize feature selection and instance selection simultaneously was the study by Kuncheva and Jain [49]. They proposed the GA-based approach as an optimization tool and compared their model to sequential combining of conventional feature and instance selection algorithms. In their study, the results showed that their simultaneous optimization model outperformed other comparative models. After the pioneering work by Kuncheva and Jain [49], Rozsypal and Kubat [50] also proposed a similar model. However, they pointed out the model by Kuncheva and Jain [49] had defects when there are many training examples. Therefore, they used a different design for the chromosome and for the fitness function. They showed empirically that their model outperforms Kuncheva and Jain [49]. As an application research, Ahn et al. [51] applied the simultaneous optimization model to a customer classification problem, however there has been no study to apply it to bankruptcy prediction.

A point of clarification is that feature selection is a special case of feature weighting. It means the concept of feature weighting which varies the weights of features from 0 to 1 includes the concept of feature selection which is just binary selection, 0 or 1. Consequently, it is natural that the simultaneous optimization model for feature weighting and instance selection improves the performance of the model for feature selection and instance selection. In this manner, we can think of the simultaneous optimization model of feature weights and training instances as a mean to significantly enhance the performance of CBR.

Unfortunately, however, there have been few approaches to optimize feature weights and relevant instances simultaneously in case-based reasoning. Yu et al. [52] attempted simultaneous optimization of feature weighting and instance selection under a collaborative filtering (CF) environment. CF is the algorithm that is very similar to CBR because it also uses distance measure to determine the appropriate nearest neighbors. However, CF is not an algorithm for general purpose problem solving, but just for recommendation. Furthermore, Yu et al. [52] did not apply artificial intelligence techniques such as genetic algorithms, but an information-theoretic approach as a tool for optimization. Thus, their model was not the simultaneous optimization model but a sequential combining model of the two approaches in the strict sense of the word. Ahn et al. [53] tried to optimize feature weights
and instance selection simultaneously in a CBR to solve managerial problems. Their research model is very similar to the proposed model of this study. However, the application domains are completely different because their study applied the simultaneous optimization model to the problems of customer classification in online shopping malls.

2.6. Genetic algorithms for optimizing factors in case-based reasoning

As we reviewed in the previous section, GA is increasingly being used in CBR for finding optimum parameters. Table 2 summarizes some of the prior studies which try to optimize CBR using GA. As we can see from Table 2, there have been various approaches for optimizing the parameters for CBR except for the simultaneous optimization of feature weighting and instance selection. In general, there are few techniques like GA that enable the optimization of plural variables simultaneously from the global perspective. Thus, in this study, we also adopt GA as the search method of our simultaneous optimization model.

Genetic algorithms are adaptive search methods for finding optimal or near optimal solutions, premised on the evolutionary ideas of natural selection. The basic concept of GA is designed to simulate processes in the natural system necessary for evolution, specifically those that follow the principles first laid down by Charles Darwin in terms of the survival of the fittest. As such, they represent an intelligent exploitation of a random search within a defined search space to solve a problem. In general, the process of GA is as follows.

At first, GA generates the initial population randomly. In GA, population means a set of solutions, and each solution is called a chromosome. A chromosome has a form of binary strings in usual. The structure of the chromosomes and values before the search process. To enable GA to find the optimal parameters, we should design the structure of a chromosome, a form of binary strings. The structure of the chromosomes and population for GOCBR is represented in Table 2.

According to the fitness values, offspring are generated by applying genetic operators. In general, three operators are frequently used—reproduction, crossover, and mutation. By the reproduction operator, solutions with higher fitness values are reproduced with a higher probability. Crossover means exchanging chromosomes from pairs of chromosomes to form new pairs of chromosomes. The single point crossover, which separates them into two substrings, and the double point crossover, which separates them into three substrings, are the most popular crossover methods. Mutation involves generating mutations of the chromosomes. Mutation prevents the search process from falling into local maxima, but a mutation rate that is too high may cause great fluctuation. So, the mutation rate is generally set to a low value [54].

Applying these genetic operators and generating new generations of the population are repeated over and over until the stopping criteria are satisfied. In most cases, the stopping criterion is set to the maximum number of generations [6,55].

3. Simultaneous optimization of feature weighting and instance selection using a genetic algorithm

This study proposes a novel CBR model whose feature weighting and instance selection are optimized globally, in order to improve prediction accuracy of typical CBR systems. Our model employs GA to select a relevant instance subset and to optimize the weights of each feature simultaneously using the reference and the test case-base. We call it GOCBR (Global Optimization of feature weighting and instance selection using GA for CBR). The flowchart of GOCBR is shown in Fig. 2.

The detailed explanation for each step of GOCBR is presented as follows.

3.1. Phase 1. Initiation

In the first step, the system generates the initial population that would be used to find global optimum parameters—feature weights and selection variables for each instance. The values of the chromosomes for the population are initialized into random values before the search process. To enable GA to find the optimal parameters, we should design the structure of a chromosome, a form of binary strings. The structure of the chromosomes and population for GOCBR is represented in Fig. 3.

As shown in Table 2, each chromosome for GOCBR has all the information for feature weighting and instance selection. The length of each chromosome is $14 \times k + n$ bits when $k$ is the number of features and $n$ is the number of instances. In this study, we set the feature weights — ranging from 0 to 1 – as precise as 1/10,000. To preserve the precision level, 14 binary bits are required because $8192 = 2^{13} < 10,000 < 2^{14} = 16,384$ [56].

These encoded 14-bit binary numbers should be transformed into decimal floating numbers when the system needs to interpret the information contained in a chromosome. Eq. (2) shows the numeric transformation function for doing this job:

$$x' = \frac{x}{2^{14} - 1} = \frac{x}{16383}$$

where $x'$ is the decimal number of the binary code for each feature weight.

For example, the binary code for feature 1 of the sample chromosome 1 in Fig. 3 is (1111111111111111)2. The decimal value of it is (16,383)10 and it is interpreted as (16,383/16,383) = 1. The code for feature 1 of the sample chromosome 2 in Fig. 3 is (1010010110010110)2 whose decimal value of it is (9417)10. It can be interpreted as (9417/16,383) = 0.574806 = 0.5748.

The value for the signs of instance selection is set to ‘0’ or ‘1’. ‘0’ means the corresponding instance is not selected and ‘1’ means it is selected. $n$ bits are required to implement instance selection by GA, where $n$ is the number of total instances because the sign for instance selection needs just 1 bit.

3.2. Phase 2. Reasoning

After generating the initial population, the system performs a typical CBR process using the parameters in the chromosomes, and calculates the performance of each chromosome. The performance of each chromosome can be calculated through
the fitness function for GA. In this study, the main goal is to find the optimal or near optimal parameters that produce the most accurate prediction solution. Thus, we set the fitness function ($f_T$) for the test data set $T$ to the prediction accuracy of the test data set as in Eq. (3) [4,7,55]:

$$\text{Maximize } f_T = \sum_{k=1}^{n} \text{hit}_k$$  \hspace{2cm} (3)

![Fig. 2. Flowchart of GOCBR.](image1)

![Fig. 3. Gene structure for GOCBR.](image2)
where $n$ is the size of the test data set $T$, $hit_k$ is the matched result between the expected outcome $(EO)_{k}$ and the actual outcome $(AO)_{k}$, i.e. if $EO_{k} = AO_{k}$ then $hit_k$ is 1, otherwise $hit_k$ is 0.

### 3.3. Phase 3. Genetic operation

In the third step, a new generation of the population is produced by applying genetic operators such as reproduction, crossover, and mutation. According to the fitness values for each chromosome, the chromosomes whose values are high are selected and used for the basis of crossover. The mutation operator is also applied to the population with a very small mutation rate.

After the production of a new generation, phase 2 – the reasoning process with calculation of the fitness values – is performed again. From this point, phase 2 and phase 3 are iterated again and again until the stopping conditions are satisfied. When the stopping conditions are satisfied, the genetic search finishes and the chromosome which shows the best performance in the last population is finally selected as the final result.

### 3.4. Phase 4. Checking generalizability

Occasionally, the optimized parameters determined by GA fit with the test data very well, but they do not fit with the unknown data well. The phenomenon occurs when the parameters fit too well with the given test data set, i.e. overfitting. Thus, in the last stage, the system applies the finally selected parameters – the optimal weights of features and selection of instances – to the hold-out (unknown) data in order to check the generalizability of the parameters.

### 4. The research design and experiments

#### 4.1. Application data

The application data used in this study consists of financial ratios and the status of bankrupt or non-bankrupt for corresponding corporations. The data is collected from one of the largest commercial banks in Korea. The sample consists of 1335 bankrupt companies in heavy industry which filed for bankruptcy between 1996 and 2000, and 1335 solvent companies in heavy industry between 1999 and 2000. Thus, the total number of samples is 2670 companies.

The financial status for each company is categorized as ‘0’ or ‘1’ and it is used as a dependent variable. ‘0’ means that the company is bankrupt, and ‘1’ means that the company is solvent. For independent variables, we first generate 164 financial ratios from the financial statement of each company. After that, we select 111 variables using two independent samples $t$-test. Finally, we choose 15 financial ratios as independent variables through the forward selection procedure based on logistic regression and the opinions of the experts who are responsible for approving and managing loans in a bank. Table 3 gives selected features and some statistics from outputs of descriptive statistics and logistic regression analysis.

#### 4.2. Research design and system development

In order to validate the performance of the proposed model with sophistication, we experiment using five different CBR models for the same data set.

The first model is a typical CBR approach that does not have any mechanism to handle parameters. We label this model $TYCBR$ (TYpical CBR). This model has no special process of feature subset selection or instance selection. Thus, all the features and instances are used for the reasoning process in this model. The relative importance of each feature is set equally, that is, it does not consider appropriate feature weights, either.

The second model, called $FS_{CBR}$ (Feature Selection using GA for CBR), is the same as $TYCBR$ except for the fact that it has a mechanism to optimize the selection of relevant features. In this model, it optimizes feature selection using GA. However, similar to $TYCBR$, it does not also consider optimal feature weights and relevant instances at all.

In the third model, GA finds not just optimal features, but the proper weight for each feature. As indicated before, weighting includes selection, so it provides the opportunity to enhance the performance of the model which uses just optimal selection. We name the model $FW_{CBR}$ (Feature Weighting using GA for CBR). $FW_{CBR}$ does not include instance selection, either.

The fourth model applies GA to choose an appropriate instance subset. We label it $IS_{CBR}$ (Instance Selection using GA for CBR). This model is unconcerned with feature selection or weighting. Thus, all features are selected and the weights for them are set equally.

The final model, called $FIS_{CBR}$ (Feature and Instance Selection using the GA for CBR), is the two-dimensional simultaneous optimization model. It uses GA to find optimal relevant features.

<table>
<thead>
<tr>
<th>Type</th>
<th>Name of feature</th>
<th>Range</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Wald</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profitability</td>
<td>Financial expenses to liabilities</td>
<td>17.021</td>
<td>7.082</td>
<td>3.551</td>
<td>37.373</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Cost of sales to net sales</td>
<td>51.000</td>
<td>81.879</td>
<td>8.167</td>
<td>4.876</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>Financial expenses and normal profit to total assets</td>
<td>156.723</td>
<td>17.054</td>
<td>23.104</td>
<td>178.444</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Financial expenses growth rate to assets</td>
<td>16.961</td>
<td>0.262</td>
<td>2.845</td>
<td>12.665</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Non-operating expenses growth rate to assets</td>
<td>24.991</td>
<td>-0.080</td>
<td>3.903</td>
<td>28.431</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Cost of sales × cost of sales growth ratio</td>
<td>1172.787</td>
<td>142.358</td>
<td>152.350</td>
<td>30.616</td>
<td>0.000</td>
</tr>
<tr>
<td>Liquidity</td>
<td>Solvency ratios</td>
<td>294.118</td>
<td>38.553</td>
<td>36.620</td>
<td>4.087</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>Window coefficient</td>
<td>12.454</td>
<td>0.964</td>
<td>1.547</td>
<td>5.666</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>Cash flow to total liabilities</td>
<td>3.021</td>
<td>0.094</td>
<td>0.323</td>
<td>16.127</td>
<td>0.000</td>
</tr>
<tr>
<td>Activity</td>
<td>Payables turnover</td>
<td>191.440</td>
<td>13.373</td>
<td>21.388</td>
<td>13.219</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Inventories growth rate to sales</td>
<td>51.987</td>
<td>1.597</td>
<td>7.146</td>
<td>9.660</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Total assets turnover × sales growth rate</td>
<td>12.352</td>
<td>1.991</td>
<td>1.837</td>
<td>18.751</td>
<td>0.000</td>
</tr>
<tr>
<td>Stability</td>
<td>Net worth to total assets</td>
<td>107.192</td>
<td>24.183</td>
<td>16.821</td>
<td>58.059</td>
<td>0.000</td>
</tr>
<tr>
<td>Growth</td>
<td>Total asset change ratios</td>
<td>111.592</td>
<td>20.390</td>
<td>20.739</td>
<td>54.823</td>
<td>0.000</td>
</tr>
<tr>
<td>Trend</td>
<td>Financial expenses growth</td>
<td>0.259</td>
<td>-0.007</td>
<td>0.035</td>
<td>4.289</td>
<td>0.038</td>
</tr>
</tbody>
</table>
and instances at the same time. This model is very similar to our proposed model, GOCBR. However, GOCBR optimizes feature weights rather than feature selection, which provides an opportunity to improve performance.

To apply these comparative models as well as our model, GOCBR, we developed a prototype system which provides the functions for k-NN (nearest neighbor) reasoning and GA optimization of the parameters for CBR. The base program for CBR was developed in Microsoft Excel 2003 using VBA (Visual Basic for Applications) and the function of GA optimization was implemented using Evolver Industrial version 4.06—a commercial GA tool. For the controlling parameters of the GA search in GOCBR, we use 100 chromosomes in the population and set the crossover rate to 70% and mutation rate to 10%. We set the stopping condition to 4000 trials (40 generations).

In addition, we also apply ANN to our data. We have mentioned that the motivation of the study is to build a bankruptcy prediction model that has not only explanation ability, but also performance as good as ANN. Thus, it is meaningful to check whether our proposed model has the prediction ability to serve as a substitute for ANN. To establish ANN, we adopt a standard three-layer back propagation network and set the learning rate to 0.1 and the momentum term to 0.1. The hidden and output nodes use sigmoid function as the transfer function. We perform the experiments repeatedly by varying the number of nodes in the hidden layer to 8, 16, 24 and 32. For the stopping criteria of ANNs, we allow 30,000 events since the minimum error.

5. Experimental results

5.1. The results of GA-optimized CBRs: FSCBR, FWCBR, ISCBR, FISCBR, and GOCBR

Table 4 shows the finally selected parameters of each model. As a result of GOCBR, we obtain 15 optimal weights of each feature and 1445 optimal training instances to maximize the prediction result for the test set. Because there are totally 1602 training samples, GOCBR selects about 90.26% from the total case base as an optimal instance subset. As we can see from Table 4, GOCBR selects more instances than ISCBR (71.66%) and FISCBR (53.12%).

The feature weights in Table 4 are not standardized, so direct comparison between the feature weights for each model is quite difficult. For this reason, we present Table 5 which shows the standardized weights of the features. As we can see from Table 5, the features for FWCBR have a slightly different pattern than the pattern for GOCBR. In the case of the variables related to ‘cash flow’ or ‘liquidity’, the weights for FWCBR are bigger than the ones of GOCBR. However, the opposite situation appears in the case of the variables that are related to ‘financial expenses’. It may be interpreted that ‘cash flow’ plays an important role when
**Table 6**
Average prediction accuracy of the models

<table>
<thead>
<tr>
<th>Model</th>
<th>Test data set (%)</th>
<th>Hold-out data set (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYCBR</td>
<td>82.58</td>
<td>82.06</td>
</tr>
<tr>
<td>FSCBR</td>
<td>83.90</td>
<td>83.93</td>
</tr>
<tr>
<td>FWCBR</td>
<td>83.71</td>
<td>82.62</td>
</tr>
<tr>
<td>ISCBR</td>
<td>84.64</td>
<td>83.17</td>
</tr>
<tr>
<td>FISCBR</td>
<td>87.38</td>
<td>86.73</td>
</tr>
<tr>
<td>GOCBR</td>
<td>87.08</td>
<td>86.73</td>
</tr>
</tbody>
</table>

**Table 7**
McNemar values for the hold-out data

<table>
<thead>
<tr>
<th>Model</th>
<th>FSCBR</th>
<th>FWCBR</th>
<th>ISCBR</th>
<th>FISCBR</th>
<th>GOCBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYCBR</td>
<td>0.444</td>
<td>3.821</td>
<td>3.115</td>
<td>2.215</td>
<td>12.321</td>
</tr>
<tr>
<td>FSCBR</td>
<td>1.227</td>
<td>0.048</td>
<td>0.284</td>
<td>6.063</td>
<td></td>
</tr>
<tr>
<td>FWCBR</td>
<td>0.507</td>
<td>0.132</td>
<td>2.685</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISCBR</td>
<td>0.056</td>
<td>5.513</td>
<td>4.208</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FISCBR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOCBR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Significant at the 5% level.
** Significant at the 10% level.
*** Significant at the 1% level.

considering all data, but ‘financial expenses’ plays a more important role when considering only refined data in this data set.

**5.2. Comparison of the prediction performances**

Table 6 describes the prediction accuracy of each model which is produced when applying the parameters in Table 4. Among the models, GOCBR has the highest level of accuracy (86.73%) in the given hold-out data set, followed by FWCBR (83.93%), FSCBR (83.17%), ISCBR (82.62%), FSCBR (82.06), and TYCBR (80.75%). The results show that GOCBR improves the prediction accuracy of typical CBR systems significantly by about 6% in this data set.

In order to examine whether the differences of predictive accuracy between GOCBR and other comparative algorithms are statistically significant, we apply the McNemar test to our experimental results. The McNemar test is a non-parametric technique to test the difference between paired proportions [4]. Table 7 shows the results of the McNemar tests to compare the performances of six algorithms for the hold-out data.

As shown in Table 7, GOCBR is better than TYCBR and FSCBR at the 1% level, and better than ISCBR and FSCBR at the 5% statistical significance level. GOCBR also outperforms FWCBR at the 10% statistical significance level.

In addition, we also use the two-sample test for proportions. This test may be used to determine whether two probabilities are the same. In this study, we apply it to determine if the hit ratios of the left–vertical methods are the same as the hit ratios of the right–horizontal methods [57]. Table 8 shows Z values for the pairwise comparison of performance between models. As shown in Table 8, GOCBR outperforms TYCBR at the 1% statistical significance level and also outperforms FSCBR and ISCBR at the 5% significance level. In addition, its performance is better than FWCBR and FSCBR at the 10% significance level. Table 8 also shows that FWCBR outperforms TYCBR at the 10% statistical significance level.

**5.3. Comparison of GOCBR and ANN**

In another comparative model, we apply ANN to our data set. Table 9 shows the performance of the ANN models whose number of the nodes in the hidden layer is 8, 16, 24, and 32 each.

As we can see above, the prediction accuracy of GOCBR (86.73%) is higher than the best performance of the ANN models (85.42%). However, the difference (1.31%) is not statistically significant when applying the McNemar test or two-sample test for proportions. However, the result can be interpreted as empirical proof that GOCBR may improve the prediction accuracy of conventional CBR up to the accuracy of ANN.

**6. Conclusions**

We have proposed a new hybrid CBR model using GA–GOCBR. Our proposed model optimizes feature weighting and instance selection simultaneously. By selecting optimal instances, it may reduce noises or distorted cases which lead erroneous prediction. Moreover, our model may also find appropriate nearest neighbors for CBR by applying optimal feature weights to similarity calculation, which may enhance the prediction accuracy. Compared to other models such as TYCBR, FSCBR, FWCBR, and ISCBR as well as FISCBR, GOCBR has the highest prediction accuracy in the empirical test for real-world bankruptcy prediction.

In bankruptcy prediction, ANN has been applied popularly because of its high prediction accuracy. Nevertheless, its limitations – overfitting and poor explanation ability of the results – have made people hesitate to use it as a method for bankruptcy prediction. Although CBR may overcome all of these limitations, its performance was weak compared to ANN in many prior studies [12,19,20,22,23]. However, the model proposed here has shown that well-optimized CBR may produce quality prediction results that are as good as ANN’s. Thus, our study may provide new opportunities for using CBR as a tool for bankruptcy prediction of financial institutions.

However, there are some limitations in this study. First of all, the size of population and the number of generations for genetic search may be small when considering the size of search space. As a matter of fact, the search space for the simultaneous optimization of feature weighting and instance selection is very huge area, so it is necessary to extend the search space that is examined by GA. If we extend the search space of GA, our model – GOCBR – would be able to produce a more accurate prediction result.

Second, CBR models optimized by GA including GOCBR require too much time and computer resources. GOCBR iterates typical CBR process according to the evolving parameters during the GA process. A typical CBR process needs much computation because it should examine whole training case-base to make just one solution, so GOCBR is very time-consuming because it iterates typical CBR hundreds of thousands of times. Thus, future research should focus on ways to make GOCBR more efficient.
Third, we should consider other parameters to optimize CBR. For instance, the number of cases to combine – \( k \) parameter in \( k \)-NN – may be incorporated into our simultaneous optimization model. The universal simultaneous optimization of feature weights and appropriate instances as well as other factors may upgrade the performance of CBR, although the search space for GA would require extension.

Finally, the generalizability of GOCBR should be tested in other problem domains. That is, whether GOCBR produces superior results in other applications should be validated. In this study, we apply the model to bankruptcy prediction. However, GOCBR can be applied to any other finance issue such as bond rating. Moreover, GOCBR can be applied to management issues such as the prediction of demand and supply, production quality, and even customers’ behavior. Thus, GOCBR should be tested and validated further in other domains in the future.
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