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1. Introduction

A recommender system (RS) focuses on providing personalised access to items (or information in general) in an overloaded search space. With this purpose in mind, RSs explore users’ interests to find out which items are the most suitable. RSs have been successfully applied to support users trying to overcome the information overload problem in several domains [15], such as e-commerce [7], financial investment [20], e-learning [16, 28], e-government [14], and e-tourism [22], among others.

RSs employ different approaches depending on the information they rely on, but the most widespread ones are content-based and collaborative filtering approaches [11]. A content-based recommender system (CBRS) relies on users’ preferences and information about items, such as features or a textual description, to be able to make recommendations [10]. On the other hand, collaborative filtering recommender systems (CFRSs) rely on users’ preferences to be able to make recommendations [21]. Therefore, CFRSs are able to generate effective recommendations using only users’ preferences (rating values) [25] hence the quality of the ratings influences the quality of the recommendations.

The ratings can be gathered implicitly [6] or explicitly, this article focuses on the latter case. Prior research has explored how noisy preferences intentionally inserted by users affect RSs [8, 13], so-called malicious noise. However, the noisy ratings introduced unintentionally by users, so-called natural noise, has recently attracted the attention of researchers. Several proposals investigate the detection and correction of such natural noise. Some proposals perform these tasks by exploiting the items’ attributes [24], either by taking advantage of user’s interaction [3], or by using knowledge ex-
tracted from the ratings themselves [29]. The main benefit of these proposals is their positive impact on the recommendations.

So far, natural noise has been studied only in RSs for individuals. However, Group Recommender Systems (GRSs) [11] play an important role in many social activities that require recommendations to be delivered to a group of users, such as watching TV with family, sightseeing with others, or going to the cinema with friends.

GRS approaches extend individual RS for recommending to groups by aggregating user individual information [18]. Therefore, GRSs use explicit ratings, and natural noise is also present biasing the group recommendation. Consequently, its management may play an important role in the quality of the group recommendations. This paper aims at researching the natural noise management (NNM) in GRS to study its influence in group recommendation.

In group recommendation, unlike traditional recommendation scenarios, the ratings dataset has different levels of information from the group viewpoint. Therefore, the direct application of NNM methodologies is not adequate in this context [29]. This fact makes necessary to develop new methodologies that enable the application of NNM across the different levels of information in GRSs. This is the objective of the current paper, which will be reached by the study of different hypotheses.

Taking into account that group members’ ratings are key data in GRSs for computing the recommendations provided to the group by their aggregation [11], their quality influences the recommendation accuracy. It leads to the formulation of the first hypothesis:

- **H1**: NNM using only the group ratings would improve the group recommenda-
On the other hand, NNM for individual RSs has shown clear improvements [29]. Due to the fact that, GRSs approaches are supported by individual RSs [11], a new hypothesis is raised:

- **H2**: NNM in the entire ratings database, disregarding the groups, would improve the group recommendation.

Eventually, if both levels (group ratings, all users ratings) are considered, some ratings tagged as noisy at the group level could be not noisy at the global level, and vice versa. Therefore, the NNM at both levels could lead to a better recommendation accuracy. Hence, H3 is formulated as follows:

- **H3**: managing natural noise in the entire ratings database and, after that, adding a second step that manages natural noise in the group ratings, would improve the results as compared to a single step of NNM.

Different approaches which apply these NNM processes to GRSs are presented and a case study to verify the hypotheses is performed.

The remaining of the paper is organised as follows. Section 2 provides a background on CFRSs, GRSs, and natural noise. Section 3 presents four methods of natural noise management for GRSs. Section 4 develops the case study and analyses the results of the proposals, leading to the acceptance of H2 and H3. Finally, Section 5 points out the conclusions and discusses future research.
2. Background

This section briefly reviews the basics on CFRSs and GRSs. Eventually, some research work on NNM is discussed.

2.1. Collaborative Filtering Recommender Systems

Among the different approaches in RSs, such as CBRSs [9] or knowledge-based RSs [17], CFRSs are the most widespread approach because of their ability to generate good recommendations by using only users’ ratings on the items.

Formally, the recommendation in CFRS is defined as the item (or set of items) that maximises the rating prediction for the target user $u_j$ (see notation in Appendix A):

$$\text{Recommendation}(I, u_j) = \arg \max_{i_k \in I} \text{Prediction}(u_j, i_k)$$  \hspace{1cm} (1)

CFRS techniques can be mainly divided into two classes: memory-based and model-based methods [1]. Memory-based methods [21] employ the whole dataset in order to predict the rating values that the target user has not yet stated, and the item (or set of items) with the highest prediction is recommended. On the other hand, model-based methods use the ratings to learn a model that generates the recommendations. The model is built using machine learning techniques [4], such as matrix factorization, Bayesian networks, etc.

Due to the fact that CFRSs present certain limitations, these have been overcome by hybridization with other techniques using different algorithms [1].

Since the 1990s a large number of CF methods have been proposed. Two widely-used and effective methods are:
• Resnick’s user-based collaborative filtering [26] predicts users’ ratings for unexperienced items using users with similar preferences (neighbours).

• Sarwar’s item-based collaborative filtering [27] predicts users’ ratings combining the user’s ratings for the neighbourhood of the target item.

Even though these methods are not the most recent, their effectiveness and simplicity have encouraged their use in many real-world systems. Furthermore, their properties have been extensively researched [21]. For these reasons, they are used in this paper as the single-user RS required as a part of the GRS.

2.2. Group Recommender Systems

Group recommendation is currently a research area with increasing importance because of the diversity of scenarios in which it is useful. To formalize the GRS problem, the notation in Appendix A is used. Group recommendation is commonly defined as the item (or set of items) that maximises the rating prediction for a group of users, \( G_a \):

\[
\text{Recommendation}(I, G_a) = \arg \max_{i \in I} \text{Prediction}(i_k, G_a)
\]

There are two basic approaches for group recommendation [11], based on single user recommendation:

• Rating aggregation (see Fig. 1): a pseudo-user is created for the group by aggregating members ratings. The recommendations are generated using this rating profile as the CFRS target user.
Recommendation aggregation (see Fig. 2): the members’ individual recommendations are generated by a CFRS. The GRS aggregates them to produce a recommendation list targeted to the group.

In all scenarios, neither rating aggregation nor recommendation aggregation outperforms the other [18]. So, in order to identify the best both should be evaluated.

2.3. Natural noise

The management of unintentionally inconsistent user preferences, so called natural noise, is a relatively new research field in CFRSs [2, 24]. Natural noise appears due to factors such as the change of preferences over time, individual conditions, rating strategies, and social influences [24]. Amatriain et al. [2] developed a study to verify that natural noise biases the recommendations. The results show that the users tend to change their preferences, and that these inconsistencies could affect the recommendation accuracy.

O’Mahony et al. [23] was the first research work to use the term natural noise. The authors suggest that if a rating $r_{ui}$ is noise-free or if it contains natural noise, then it
should be retained in the former case and removed in the latter. With this purpose, they establish the consistency between the original rating value and a new value predicted by using a recommendation algorithm for the same user-item pair. Later on, several authors focused on natural noise from different points of view [3, 24].

Previous research is based on different principles, but presents limitations, such as the removal of information from the dataset [23], or the need of additional information [3, 24]. To overcome these limitations, recently Yera et al. [29] proposed a two-step method that requires only the rating matrix (see Fig. 3a):

1. Noise detection: Ratings are tagged as not noisy or possibly noisy regarding their corresponding user and item behaviour (see Fig. 3b). Each rating and its corresponding user and item are classified as high, medium or low. If the user and item behaviour are the same and contradict rating classification, then the rating is tagged as possible noise.

2. Noise correction: For each possibly noisy rating a prediction is computed for its corresponding user and item. If the difference between the old and new value exceeds a threshold, then the prediction replaces the original value.

This NNM approach will be used in our proposal for GRS because it only needs the information in the rating matrix (further details in [29]). A simple example of its performance is shown based on the ratings shown in Table 1. The user and item classes \((c_u, c_i)\), respectively) are the classes with the majority of ratings, defined as low=1,2 med=3 and high=4,5. If the majority is not absolute, then the class is variable. In the example, considering users’ behaviour \(c_u\) and item tendency \(R_{ui}\), the ratings
classified as possibly noisy are $r_{u_1,i_1}$, $r_{u_3,i_3}$, and $r_{u_6,i_1}$ because they contradict the user behaviour and item tendency.

Table 1: Illustrative example for the classification of the ratings as possibly noisy.

<table>
<thead>
<tr>
<th>U</th>
<th>$G_u$</th>
<th>$c_{i_j}$</th>
<th>$R_{u_i}$</th>
<th>$R_{G_u;i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>5</td>
<td>5</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>$u_2$</td>
<td>5</td>
<td>3</td>
<td>medium</td>
<td>high</td>
</tr>
<tr>
<td>$u_3$</td>
<td>3</td>
<td>3</td>
<td>medium</td>
<td>high</td>
</tr>
<tr>
<td>$u_4$</td>
<td>5</td>
<td>5</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>$u_5$</td>
<td>1</td>
<td>1</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>$c_{u_j}$</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>high</td>
</tr>
</tbody>
</table>

3. **Natural noise management in group recommendation**

The NNM is particularly interesting in GRSs, because it is not clear whether the natural noise of the members’ ratings also bias the group recommendation. Therefore, it is important to verify that the NNM also plays an important role in GRS accuracy. However, NNM in individual RSs cannot be directly applied to GRSs, because of the proper features of GRSs. Therefore, different alternatives for NNM in group recommendation are introduced in this section.
To propose a NNM approach in GRS, in the group recommendation scenario two levels of data are considered to exist: (i) *local level*: preferences belonging to the group members, and (ii) *global level*: preferences of all the users in the entire dataset. The level considered most suitable to perform the NNM should then be studied. Following this aim four alternatives for NNM are then presented in both levels of data:

- First, two approaches that focus the NNM on the local level before the recommendations. The approaches are local NNM based on local information, NNM-LL, and local NNM based on global information, NNM-LG.

- Second, an approach that focuses the NNM on the global level before the recommendation, disregarding the group to which each user might belong. The approach is noted as global NNM approach (NNM-GG).

- Eventually, a cascade hybridization of the previous approaches is presented (NNM-H). It performs a global NNM approach, and then a local NNM that corrects the group ratings by using the information already corrected.

In the remainder of this section we use the notation introduced in Appendix A to detail the performance of each NNM approach.

3.1. Local natural noise management based on local information (NNM-LL)

NNM-LL approach is depicted in Figure 4(a). It analyses the ratings of the target group, \( G_a \), and corrects them by using only the information provided by the group members. This approach assumes that only the preferences associated with the group members should be taken into account in such characterisation, and thus this reduced amount of information might be enough to apply NNM in group recommendation.
Algorithm\textsuperscript{1} computes group recommendation by managing natural noise for each group $G_a$, using all the ratings of the group $R_{G_a}$•. Algorithm\textsuperscript{2}, adapted from the NNM process\textsuperscript{29} to group recommendation, i.e., NNM-LL, whose main feature is that the item classification uses only $G_a$ local information, $R_{G_a,i_k}$ (Algorithm\textsuperscript{2} line\textsuperscript{4}).

\textbf{Data:} U,I,R,G
1 BuildRecommendationModel(U,I,R)
2 \textbf{foreach} $G_a$ \textbf{in} G \textbf{do}
3 \hspace{1em} $R_{G_a}$• = NNM\textsubscript{LL}($G_a$, $R_{G_a}$•)
4 \hspace{1em} \textbf{recommendations}\textsubscript{$G_a$} = Recommend($G_a$, $R_{G_a}$•)
5 \textbf{return} $R^*$
\textbf{Algorithm 1:} GRS with local NNM based on local information (NNM-LL).

\textbf{Data:} $G_a$, $R_{G_a}$•
\textbf{Result:} $R^*_{G_a}$•
1 \textbf{foreach} $r_{m_l,i_k}$ \textbf{in} $R_{G_a}$• \textbf{do}
2 \hspace{1em} $c_{r_{m_l,i_k}}$ = Classify($r_{m_l,i_k}$)
3 \hspace{1em} $c_{m_l}$ = Classify($m_l$, $R_{G_a}$•)
4 \hspace{1em} $c_i$ = Classify($i_k$, $R_{G_a,i_k}$)
5 \hspace{1em} \textbf{if} ($c_{m_l} = c_{i_k}$) and ($c_{m_l} \neq c_{m_l,i_k}$) and ($c_{m_l} \neq \text{variable}$) \textbf{then}
6 \hspace{2em} $r^*_{m_l,i_k} = \text{Predict}(R,m_l,i_k)$
7 \hspace{1em} \textbf{else}
8 \hspace{2em} $r^*_{m_l,i_k} = r_{m_l,i_k}$
9 \textbf{return} $R^*_{G_a}$•
\textbf{Algorithm 2:} Procedure for local NNM based on local information (NNM-LL)

In NNM-LL only the data from the group $G_a$ is taken into account. The small
amount of data used to perform this analysis and correction makes it suitable to be applied online, when the recommendations are requested.

3.2. Local natural noise management based on global information (NNM-LG)

NNM-LG approach is depicted in Figure 4b). NNM-LG is similar to the previous approach, in terms of the rating set that it analyses and corrects. However, NNM-LG assumes that the ratings in $G_a$ are not enough to be able to properly classify the items. Therefore, it classifies the items using all the information in the dataset, $R_{\bullet, i_k}$ (see Table 1).

A GRS with the NNM-LG approach follows the general scheme of Algorithm 1. However, for the item classification it uses all the ratings for the item, $R_{\bullet, i_k}$ (modifying Algorithm 2, line 4). This change modifies the item classification.

With NNM-LG the item profiling uses more information than the NNM-LL approach. This feature is key in recommendations targeted at groups because only a few ratings might be available for a given item, which might lead to a different classification of the items.

3.3. Global natural noise management (NNM-GG)

NNM-GG approach is depicted in Figure 5. It computes the recommendations by applying the NNM to the entire dataset (see Algorithm 3). All the ratings in the database are analysed and corrected, similarly to the NNM applied to single user RSs [29]. Algorithm 4 presents how the NNM-GG approach is applied to the entire dataset.

Due to the number of ratings being revised, the NNM-GG approach must be applied offline. However, it might result in a better NNM, because the recommendation model
**Algorithm 3:** GRS with global natural noise management.

Data: U,I,R,G

1 \[ R^* = NNMGG(R) \]
2 BuildRecommendationModel(U,I,R^*)
3 foreach \( G_a \) in G do
4 \[ \text{recommendations}_{G_a} = \text{Recommend}(G_a, R^*_G) \]

**Algorithm 4:** Procedure for global natural noise management (NNM-GG)

Data: \( R \)

Result: \( R^* \)

1 foreach \( r_{u_j,i_k} \) in \( R \) do
2 \[ c_{r_{u_j,i_k}} = \text{Classify}(r_{u_j,i_k}) \]
3 \[ c_{u_j} = \text{Classify}(u_j, R_{u_j,*}) \]
4 \[ c_{i_k} = \text{Classify}(i_k, R_{*,i_k}) \]
5 if \( (c_{u_j} = c_{i_k}) \) and \( (c_{u_j} \neq c_{r_{u_j,i_k}}) \) and \( (c_{u_j} \neq \text{variable}) \) then
6 \[ r^*_{u_j,i_k} = \text{Predict}(R, u_j, i_k) \]
7 else
8 \[ r^*_{u_j,i_k} = r_{u_j,i_k} \]
9 return \( R^* \)

**3.4. Hybrid global-local natural noise management (NNM-H)**

NNM-H approach is depicted in Figure 6. This approach combines NNM-GG and NNM-LG. The reason for this hybridisation is that once the NNM-GG is applied, the

![Figure 5: Global natural noise management based on global information (NNM-GG) application.](image-url)
classification of the group ratings and their correction might be affected by the modifications made in the initial dataset. Therefore, NNM-LG is then applied to revise the group ratings using the corrected ratings dataset.

Algorithm 5 presents NNM-H in which the entire dataset is initially corrected (line 1), and a local correction is then performed on the group ratings (line 4) to analyse the ratings regarding the revised dataset.

**Data:** U, I, R, G

1. \( R^* = \text{NNMGG}(R) \)
2. \( \text{BuildRecommendationModel}(U, I, R^*) \)
3. \( \text{foreach } G_a \text{ in } G \text{ do} \)
4. \( R^{**}_{G_a} = \text{NNMLG}(G_a, R_{G_a}^*) \)
5. \( \text{recommendations}_{G_a} = \text{Recommend}(G_a, R^{**}_{G_a}) \)

**Algorithm 5:** GRS with hybrid natural noise management (NNM-H)

### 3.5. Illustrative example

This section presents an illustrative example of the different approaches for NNM in GRS. With this aim in mind, the example uses the data shown in Table 1 in which the target group \( G_a \) is composed of users \( u_1, u_2, \) and \( u_3. \)

For NNM-LL only the ratings of the group members are evaluated. Each item is classified using the group ratings, \( R_{G_a} \). Therefore, the possibly noisy rating is \( r_{u_2,i_2}. \)
For NNM-LG the rating set revised is also $R_{G_u,i_k}$, but the item classification is done with the complete dataset, $R_{i_k}$. The possible noisy ratings are $r_{u_1,i_3}$, and $r_{u_3,i_3}$.

For NNM-GG, all the ratings in the database are revised, and the item classification is done with the complete dataset, $R_{i_k}$. The possible noisy ratings are $r_{u_1,i_3}$, $r_{u_3,i_3}$, and $r_{u_6,i_1}$, which include the possible noisy detected by NNM-LG.

For NNM-H, the first step is to apply NNM-GG and correct the possibly noisy ratings, results are shown in Table 2. The second step is to apply NNM-LG over $R'_{G_u,i_k}$, considering the corrected ratings database. The possibly noisy rating of this second step is $r_{u_5,i_3}$.

Table 2: Rating database after the NNM-GG correction in Table 1. The values corrected by NNM-GG are highlighted in bold. This rating database is $R'$ and it is used as input for NNM-LG to produce $R''_{G_u,i_k}$.

<table>
<thead>
<tr>
<th>$G_u$</th>
<th>$U$</th>
<th>$c_{ij}$</th>
<th>$R_{i_k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>5</td>
<td>5</td>
<td>high</td>
</tr>
<tr>
<td>$u_2$</td>
<td>5</td>
<td>3</td>
<td>medium</td>
</tr>
<tr>
<td>$u_3$</td>
<td>4</td>
<td>5</td>
<td>high</td>
</tr>
<tr>
<td>$u_4$</td>
<td>5</td>
<td>5</td>
<td>high</td>
</tr>
<tr>
<td>$u_5$</td>
<td>1</td>
<td>1</td>
<td>low</td>
</tr>
<tr>
<td>$u_6$</td>
<td>4</td>
<td>2</td>
<td>low</td>
</tr>
</tbody>
</table>

**4. Case study**

To measure the effect of previous NNM approaches in GRSs performance, an experimental procedure is used to evaluate them. This section presents the experimental protocol used in the experiments, and the results are then presented and discussed to verify the hypotheses introduced in section 1.
4.1. Experimental protocol

This research applies a widely-used evaluation protocol [11] for GRSs, which is composed of four main steps: (i) compute the training and test partitions of the original dataset, (ii) generate the groups randomly, (iii) generate the group recommendation for each group using the training set, and (iv) individually evaluate the recommendations, as in single-user recommendation, by comparing the group recommendations with the users’ ratings in the test set.

The design of a group recommendation algorithm must identify:

- The GRS approach which the algorithm uses.
- The aggregation scheme used to combine the members’ information.
- The single-user RS that the GRS uses internally.

Section 2.2 introduced the group recommendation approaches to be evaluated: rating aggregation and recommendation aggregation. Because each approach manages the users’ preferences in a different way, one could expect that the effect of the NNM algorithm in a GRS strongly depends on whether it is based on rating or recommendation aggregation. The effects of the NNM proposals (Section 3) on each GRS approach will be analysed separately.

Regarding the aggregation approaches, De Pessemier et al. [11] refer to different methods used to aggregate the preferences of the group. Several works [5] [12] have pointed out that the average (Avg) and least misery (Min) approaches obtain the best results. Therefore, these aggregation approaches are used in our evaluation.
Finally, the experimental procedure evaluates the NNM approaches presented, comparing them with baseline approaches which do not perform a NNM, and single user RS: the Resnick’s user-based (UB) and the Sarwar’s item-based (IB) CF methods (see Section 2.1).

The datasets used in this case study are:

- The MovieLens 100k dataset\(^1\), composed of a 100,000 ratings given by 943 users over 1682 movies in the one to five stars domain.

- The Netflix Tiny dataset\(^2\), composed of 4427 users, 1000 items, and 56136 ratings, in the same domain. Due to the high sparsity of this dataset we use only those users with more than 10 ratings. Specifically, 1757 users are used.

The case study is focused on evaluating the techniques in occasional groups, therefore the users are grouped randomly, as done in previous research on GRS\(^1\).

Regarding the amount of available users in the dataset, each NNM approach (incorporating an aggregation approach and a single-user recommender) is evaluated using 50 randomly generated groups, and this procedure is repeated 20 times. The evaluation measure MAE is used for all cases.

The sizes of the groups are 5, 10 and 15 for each evaluation. Larger groups are excluded because they are not used in these kinds of experimental scenarios\(^1\)\(^2\).

Below, the performance of the NNM approaches described in section 3 are evaluated in a recommendation aggregation-based GRS with the mentioned aggregation

---

1 collected by GroupLens Research Project at the University of Minnesota (http://grouplens.org)
2 small version of Netflix dataset, in Personalised Recommendation Algorithms Toolkit (http://prea.gatech.edu)
schemes and single-user RSs. Then, Section 4.3 develops a similar study for rating aggregation-based GRS. Finally, Section 4.4 discusses the results.

### 4.2. Results in recommendation aggregation-based GRS

This section presents the results of the NNM for GRS based on recommendation aggregation. Table 3 shows the experimental results for MovieLens 100k and Netflix Tiny datasets, regarding the mentioned aggregation approaches (Avg and Min) and single-user RSs (IB and UB). For each case, the best NNM result for each GRS has been highlighted.

In general, the results clearly show that NNM leads to better performance of the group recommendation algorithms, but such improvement is closely associated with

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Prediction Technique</th>
<th>Group size</th>
<th>Base NNM</th>
<th>NNM-LG</th>
<th>NNM-GG</th>
<th>NNM-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens 100k</td>
<td>IB+Avg</td>
<td>5</td>
<td>0.8779</td>
<td>0.8778</td>
<td>0.8747</td>
<td>0.8607</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Avg</td>
<td>5</td>
<td>1.0218</td>
<td>1.0214</td>
<td>1.0137</td>
<td>1.0045</td>
</tr>
<tr>
<td>MovieLens 100k</td>
<td>IB+Avg</td>
<td>10</td>
<td>0.8998</td>
<td>0.8996</td>
<td>0.8956</td>
<td>0.8837</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Avg</td>
<td>10</td>
<td>1.1404</td>
<td>1.1403</td>
<td>1.1328</td>
<td>1.1263</td>
</tr>
<tr>
<td>MovieLens 100k</td>
<td>IB+Avg</td>
<td>15</td>
<td>0.9080</td>
<td>0.9079</td>
<td>0.9036</td>
<td>0.8913</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Avg</td>
<td>15</td>
<td>1.2066</td>
<td>1.2066</td>
<td>1.1959</td>
<td>1.1918</td>
</tr>
<tr>
<td>MovieLens 100k</td>
<td>IB+Min</td>
<td>5</td>
<td>0.8053</td>
<td>0.8053</td>
<td>0.8051</td>
<td>0.7853</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Min</td>
<td>5</td>
<td>1.0218</td>
<td>1.0214</td>
<td>1.0137</td>
<td>1.0045</td>
</tr>
<tr>
<td>MovieLens 100k</td>
<td>IB+Min</td>
<td>10</td>
<td>0.8127</td>
<td>0.8127</td>
<td>0.8125</td>
<td>0.7932</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Min</td>
<td>10</td>
<td>0.8146</td>
<td>0.8145</td>
<td>0.8145</td>
<td>0.7946</td>
</tr>
<tr>
<td>MovieLens 100k</td>
<td>IB+Min</td>
<td>15</td>
<td>0.8146</td>
<td>0.8145</td>
<td>0.8145</td>
<td>0.7946</td>
</tr>
<tr>
<td>Netflix Tiny</td>
<td>IB+Min</td>
<td>15</td>
<td>0.8194</td>
<td>0.8194</td>
<td>0.8193</td>
<td>0.8129</td>
</tr>
</tbody>
</table>

Table 3: MAE results for the recommendation aggregation approach.
the NNM approach:

- **NNM-LL.** All cases show that the application of the NNM-LL approach does not imply a significant improvement in performance. Specifically, NNM-LL obtains a similar performance to that of the baseline. This therefore suggests that the use of local information is not enough to be able to properly characterise the items and manage the natural noise of the group information.

- **NNM-LG.** In contrast to NNM-LL, the NNM-LG approach, overall, produces a slight improvement as compared to the baseline method. For IB+Min the improvement observed is greater, specifically it is around 0.01 better. However, for UB+Avg it does not provide a significant improvement, since the MAE difference is less than 0.001. In the remaining cases the results for NNM-LG show a narrow improvement. These facts show that NNM-LG performs better than NNM-LL, which suggests that using more information to characterise the items provides improvements in the NNM for recommendation aggregation.

- **NNM-GG.** The results show that the NNM of the entire dataset outperforms the local correction. Considering that the natural noise is distributed across all the dataset, the NNM approaches described in section 3 were expected to cause an improvement in this scenario, as it has been demonstrated that the NNM in single-user recommendation introduces a performance improvement [29]. In general, NNM-GG obtains improvements when compared to the baseline and local approaches.

- **NNM-H.** The best performance for the evaluated cases are obtained by the NNM-
Table 4: MAE results for the rating aggregation approach.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Prediction Technique</th>
<th>Group size</th>
<th>Base</th>
<th>NNM-LL</th>
<th>NNM-LG</th>
<th>NNM-GG</th>
<th>NNM-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens</td>
<td>IB+Avg</td>
<td>5</td>
<td>0.8664</td>
<td>0.8664</td>
<td>0.8657</td>
<td>0.8477</td>
<td>0.8473</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.8598</td>
<td>0.8998</td>
<td>0.8884</td>
<td>0.8723</td>
<td>0.8712</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.8990</td>
<td>0.8990</td>
<td>0.8969</td>
<td>0.8814</td>
<td>0.8797</td>
</tr>
<tr>
<td>100k</td>
<td>IB+Min</td>
<td>5</td>
<td>0.8877</td>
<td>0.8874</td>
<td>0.8808</td>
<td>0.8674</td>
<td>0.8617</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.9563</td>
<td>0.9559</td>
<td>0.9387</td>
<td>0.9347</td>
<td>0.9197</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>1.0252</td>
<td>1.0245</td>
<td>0.9942</td>
<td>1.0006</td>
<td>0.9770</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Avg</td>
<td>5</td>
<td>0.7998</td>
<td>0.7997</td>
<td>0.7997</td>
<td>0.7810</td>
<td>0.7802</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.8101</td>
<td>0.8101</td>
<td>0.8102</td>
<td>0.7913</td>
<td>0.7912</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.8133</td>
<td>0.8133</td>
<td>0.8135</td>
<td>0.7937</td>
<td>0.7938</td>
</tr>
<tr>
<td>Tiny</td>
<td>UB+Avg</td>
<td>5</td>
<td>0.8019</td>
<td>0.8017</td>
<td>0.8017</td>
<td>0.7820</td>
<td>0.7818</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.8139</td>
<td>0.8138</td>
<td>0.8136</td>
<td>0.7944</td>
<td>0.7943</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.8188</td>
<td>0.8188</td>
<td>0.8186</td>
<td>0.7983</td>
<td>0.7983</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Min</td>
<td>5</td>
<td>0.8382</td>
<td>0.8381</td>
<td>0.8376</td>
<td>0.8330</td>
<td>0.8325</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.8637</td>
<td>0.8638</td>
<td>0.8624</td>
<td>0.8579</td>
<td>0.8566</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.8682</td>
<td>0.8682</td>
<td>0.8663</td>
<td>0.8621</td>
<td>0.8604</td>
</tr>
<tr>
<td>Tiny</td>
<td>UB+Min</td>
<td>5</td>
<td>0.8689</td>
<td>0.8683</td>
<td>0.8643</td>
<td>0.8628</td>
<td>0.8585</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.9351</td>
<td>0.9344</td>
<td>0.9234</td>
<td>0.9282</td>
<td>0.9163</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.9809</td>
<td>0.9801</td>
<td>0.9630</td>
<td>0.9738</td>
<td>0.9564</td>
</tr>
</tbody>
</table>

H approach. The results show that the hybridisation of NNM-GG and NNM-LG outperforms their own individual performance. NNM-H obtains the best results for the IB prediction technique with both Min and Avg aggregations, and for UB+Min.

4.3. Results in rating aggregation-based GRS

This section presents the results of the NNM approaches applied to rating aggregation-based GRS. Similarly to the previous section, the results are presented in Table 4 regarding the aggregation approaches (Avg and Min) and single-user RS (IB and UB). The best NNM result for each configuration has been highlighted.

In general, the results show a similar performance of the NNM to the previous GRS.
approach. The improvements that each NNM approach provides as compared to the baseline are different, and thus the results of each technique are analysed separately:

- **NNM-LL.** The results do not show improvements as compared to the baseline. Therefore, it again suggests that the use of local information is not enough to properly characterise the items and manage the natural noise of the group information.

- **NNM-LG.** In general, the NNM-LG approach provides very narrow improvements for the baseline. Specifically, it only provides improvements for the IB+Min GRS approach for big groups in both datasets. This improvement might be due to the differences in MAE which the baseline obtains for IB+Min and IB+Avg, thus the NNM approach has a greater margin for improvement.

- **NNM-GG.** The NNM-GG approach improves the accuracy of the baseline and the local approaches, NNM-LL and NNM-LG. This behaviour might be due to the amount of ratings being analysed and corrected.

- **NNM-H.** Overall, the results of the NNM-H approach place it as the best NNM approach for rating aggregation.

4.4. Discussion

This section focuses on the verification of the hypotheses presented in Section 1 by analysing the experimental results. The results obtained determine that \( H1 \) is rejected, managing the natural noise only in the group ratings is enough to obtain improvements on a given GRS. On the other hand, \( H2 \) is accepted, managing the natural noise in the
Table 5: Paired samples t-test p-values to compare each natural noise management technique with the baseline on MovieLens 100k dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Group aggregation</th>
<th>Prediction technique</th>
<th>Group size</th>
<th>NNM-LL</th>
<th>NNM-LG</th>
<th>NNM-GG</th>
<th>NNM-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>MovieLens 100k</td>
<td>Rating</td>
<td>IB+Avg</td>
<td>5</td>
<td>0.1573</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>0.1770</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>0.6921</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IB+Min</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>Recommendation</td>
<td>UB+Avg</td>
<td>5</td>
<td>0.9587</td>
<td>0.9225</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>0.0245</td>
<td>0.2663</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>0.1083</td>
<td>0.0013</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>UB+Min</td>
<td>5</td>
<td>0.3497</td>
<td>0.0774</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>0.1861</td>
<td>0.2058</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>0.7174</td>
<td>0.0922</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

entire ratings database, disregarding the groups, improves the group recommendation.

Also, **H3 is accepted**, managing the natural noise in the entire ratings database and, after that, adding a second step that manages the natural noise in the group ratings, improves the results as compared to only applying a single step of NNM. The details of the analysis performed to test the hypotheses are explained in the following sections.

**H1: Managing natural noise in the group ratings only would improve the GRS.**

The H1 hypothesis has been tested by analysing the results of the local level approaches: NNM-LL and NNM-LG compared with the baseline. In general the local NNM provides narrow improvements, although for the rating aggregation GRS with
IB+Min there are improvements when comparing NNM-LG with the baseline. To test whether the results obtained are significant, the paired samples t-test is applied to the results of the executions. This test compares whether the differences found in the paired samples are statistically different. The test is applied to determine if the corresponding local NNM technique results are different to the baseline on each case. The p-values for each of the cases tested are depicted in Tables 5 and 6 for MovieLens 100k and Netflix Tiny datasets, respectively (NNM-LL and NNM-LG columns). The tests that were able to reject the equality with a confidence level of 95% have been highlighted. Although some of the results show statistical differences between the baseline and NNM-LL and NNM-LG, their improvements are limited to specific cases. In the case of NNM-LL, results improve for both datasets for rating aggregation with IB+Min and for recommendation aggregation with IB+Avg. In the case of NNM-LG, results improve for both datasets with the IB prediction technique.

Therefore, hypothesis **H1 is rejected** as it only shows statistically significant improvements in a few cases. Hence, the application of local based techniques does not provide significant improvements to the group recommendation.

**H2: Managing natural noise in the entire ratings database, disregarding the groups, would improve the group recommendation.**

The H2 hypothesis has been tested by analysing the results of NNM-GG and NNM-H approaches compared with the baseline. In general, the proposals improve the results of the baseline in terms of MAE by around 0.02. To test whether the results obtained are significant, the results are tested similarly to H1 and the p-values are depicted in Tables 5 and 6 for MovieLens and Netflix Tiny datasets, respectively (NNM-GG and
Table 6: Paired samples t-test p-values to compare each natural noise management technique with the baseline on Netflix Tiny dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Group aggregation</th>
<th>Prediction technique</th>
<th>Group size</th>
<th>NNM-LL</th>
<th>NNM-LG</th>
<th>NNM-GG</th>
<th>NNM-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Netflix</td>
<td>IB+Avg</td>
<td>5</td>
<td>0.3459</td>
<td>0.0104</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.3524</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.1991</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>IB+Min</td>
<td>5</td>
<td>0.0040</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Avg</td>
<td>5</td>
<td>0.1121</td>
<td>0.9215</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.1968</td>
<td>0.5745</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.6876</td>
<td>0.9641</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Min</td>
<td>5</td>
<td>0.6833</td>
<td>0.1541</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.0154</td>
<td>0.6594</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.7768</td>
<td>0.3047</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>IB+Avg</td>
<td>5</td>
<td>0.0112</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.0002</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.0002</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>IB+Min</td>
<td>5</td>
<td>0.2777</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.0886</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.3985</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Avg</td>
<td>5</td>
<td>0.0635</td>
<td>0.1132</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.9263</td>
<td>0.4457</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.3817</td>
<td>0.3929</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Netflix</td>
<td>UB+Min</td>
<td>5</td>
<td>0.8274</td>
<td>0.0894</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0.5147</td>
<td>0.0033</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15</td>
<td>0.4580</td>
<td>0.0997</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

NNM-H columns). The tests that were able to reject the equality with a confidence level of 95% have been highlighted. All the statistical tests that compare NNM-GG and NNM-H with the baseline reject the equality of the results. These results show that the global NNM approaches improve the group recommendation across different group aggregation and prediction techniques in both datasets evaluated.

Therefore, the hypothesis **H2 is accepted.** The greater improvement achieved by NNM-GG and NNM-H over the baseline may occur because group recommendation with CFRS depends not only on the group ratings, but also on the collaborative information that the remaining users provide. Therefore, NNM at global level improves the predictions, and thus the GRSs produce better recommendations.
**Table 7: Paired samples t-test p-values to compare NNM-GG with NNM-H.**

<table>
<thead>
<tr>
<th>Prediction technique</th>
<th>Group size</th>
<th>Rating</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MovieLens</td>
<td>Netflix</td>
</tr>
<tr>
<td>IB+Avg</td>
<td>5</td>
<td>0.0013</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>IB+Min</td>
<td>5</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>UB+Avg</td>
<td>5</td>
<td>0.2662</td>
<td>0.5664</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.3890</td>
<td>0.6813</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.3643</td>
<td>0.2169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3643</td>
<td>0.2169</td>
</tr>
</tbody>
</table>

**H3: Managing natural noise in the entire ratings database and, after that, adding a second step that manages natural noise in the group ratings, would improve the results as compared to a single step of NNM.**

The H3 hypothesis has been tested by comparing the results of NNM-GG with NNM-H. In general, the NNM-H approach improves the results of the NNM-GG approach. To test whether the improvements obtained are significant, the results have been statistically tested. The results of the paired samples t-test to compare NNM-GG and NNM-H on the different configurations are depicted in Table 7. The tests show that the techniques present statistically significant improvements in general.

Specifically, analysing the results in detail, it is clear that the NNM-H approach shows improvements compared to NNM-GG in all the configurations with the prediction technique IB, in both datasets and in both rating and recommendation aggregation. If we focus on the results for UB prediction technique, NNM+H provides improvements in recommendation aggregation with UB+Min.
Therefore, **H3 is accepted**, for IB prediction techniques and UB+min with recommendation aggregation. Consequently, the best approach for managing natural noise in group recommendation is the NNM-H approach overall with IB prediction technique.

4.5. Complexity and deployment

According to previous section NNM-H performs better than NNM-GG for IB prediction techniques. Hence we focus on the deployment of a real-world GRS with NNM-H and IB prediction, taking two important issues into account: (i) the complexity order of the NNM-H approach and (ii) the update frequency of the IB recommendation model. Consequently this section studies the complexity of the NNM-H approach and provides some advice on its deployment in a IB prediction. The notations are based on the introduced in Appendix A.

1. Complexity order of NNM-H approach

The NNM-H approach consists of applying NNM-GG before the IB model building and applying NNM-LG before the recommendation phase. First the complexity order of the NNM-GG approach is studied, which is composed of the rating detection and the rating correction:

- Rating detection: the ratings are evaluated to detect the noisy ones. The rating detection complexity order is $O(m \cdot p)$, being $p = \max(|R_{uj}|)$. 

- Rating correction: a correction is computed for each noisy rating using UKNN. If the noisy ratings of each user are grouped to be corrected (optimisation over Algorithm 4), then the UKNN neighbour computation, which
is the costly part of the correction, is done once per user. Therefore the complexity of the rating correction for one user is $O(m \cdot p)$.

Given that $m \gg p$ [21], the complexity order of NNM-GG is $O(m^2)$. Now it is necessary to study the complexity of NNM-LG in a similar way:

- **Rating detection**: its complexity order depends on the number of ratings given by the group, therefore it is $O(r \cdot p)$, being $p = \max(|R_{m*}|)$.

- **Rating correction**: the correction is done similarly to NNM-GG. The difference is the necessity of computing the UKNN neighbours once per group member (optimisation over Algorithm 2 for NNM-LG), therefore the rating correction complexity is $O(m \cdot p)$ for one group member.

Therefore the complexity order of NNM-LG is $O(r \cdot (p + m \cdot p))$. Given that $m \gg p$ [21], NNM-LG complexity order is $O(r \cdot m)$. Summarising, the complexity of NNM-H is $O(m^2)$ in the model computation and $O(r \cdot m)$ in the recommendation computation.

2. **Deployment of a GRS with NNM-H and IB prediction**

The GRSs based on IB prediction generate a model to compute the recommendations, which have a complexity order $O(n^3)$ [21]. In a deployed RS, the item based model is calculated offline and updated with certain frequency [30], typically daily. In this case, NNM-H integration is straightforward.

On the other hand, there are domains in which complete model updates are not affordable. This happens in domains that show a high data variation, such as
advertising or news recommendation, or in domains where the volume of the data results in expensive model computation. Such problems have been addressed with incremental models [19], in which new ratings trigger partial updates of the model. In this case the NNM should also be applied incrementally. When a new rating $r_{ui}$ is added, it might be classified as noise and therefore corrected. In the unusual case where this rating changes the user or item classification [29], all the ratings in the corresponding user or item columns should be checked. All these tasks could be performed with a low computational cost.

In short we can conclude that the advantages of NNM-H in GRSs clearly outweigh the time and computing costs it requires.

5. Concluding Remarks and Future Works

This paper presents four approaches to manage and correct the natural noise in group recommender systems. The results show that NNM over the group ratings provides slight improvements to the group recommendation performance. On the other hand, when the NNM is applied to the entire dataset, it clearly increases the performance of the group recommender systems. The best results were obtained by the NNM-H approach, which performs a cascade hybridisation of the global and local approaches, i.e., it manages the natural noise first at a global level (entire dataset) and then, manages the natural noise with the corrected database at a local level (group ratings). The results show clear improvements in the case study developed.

In the future we will explore the use of fuzzy tools to provide a better representation of the group information. With a better understanding of the group information, a
more effective and flexible NNM can be performed, leading to improvements in the group recommendations. In addition, the role of NNM in cold-start recommendation scenarios will be explored.
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Appendix A. Notation used in CFRS and GRS

To formalize the problem behind CFRSs and GRS we use specific notation:

- $U = \{u_1, \ldots, u_m\}$ is the set of users.
- $I = \{i_1, \ldots, i_n\}$ is the set of items.
- $R \subseteq U \times I$ is the set of known ratings.
• $r_{ujik} \in R$ is the rating given by user $u_j$ over item $i_k$.

• $R_{uj}$ are the ratings given by user $u_j$.

• $R_{ik}$ are the ratings over item $i_k$.

• $G_a = \{m_1, \ldots, m_r\} \subseteq G$ is the target group. $G_a$ members are noted by aliases, $m_1, \ldots, m_r$. A user may belong to several groups, being $G$ the set of all groups.

• $R_{G_a}$ are the ratings provided by the members of $G_a$.

• $R_{G_ai}$ are the ratings provided by $G_a$ members over item $i_k$.

• $c_{uj}$ and $c_{ik}$ is the class of $u_j$ and $i_k$, respectively.

• $R^*, R^*_{uj}$, and $R^*_{G_a}$ is the result of the NNM over the corresponding rating set.

Table A.8 clarifies the usage of the notation over the commonly used ratings table. For the sake of clearness, the group members are shown together, but there is no restriction over the users that can form a group.

Table A.8: Notation used in the algorithms with and their respective interpretation in terms of the set of elements that they refer to.
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