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Evolutionary Fuzzy Systems are a successful hybridization between fuzzy systems and Evolutionary Algo-
rithms. They integrate both the management of imprecision/uncertainty and inherent interpretability of
Fuzzy Rule Based Systems, with the learning and adaptation capabilities of evolutionary optimization.
Over the years, many different approaches in Evolutionary Fuzzy Systems have been developed for
improving the behavior of fuzzy systems, either acting on the Fuzzy Rule Base Systems’ elements, or
by defining new approaches for the evolutionary components.

All these efforts have enabled Evolutionary Fuzzy Systems to be successfully applied in several areas of
Data Mining and engineering. In accordance with the former, a wide number of applications have been
also taken advantage of these types of systems. However, with the new advances in computation, novel
problems and challenges are raised every day. All these issues motivate researchers to make an effort in
releasing new ways of addressing them with Evolutionary Fuzzy Systems.

In this paper, we will review the progression of Evolutionary Fuzzy Systems by analyzing their taxon-
omy and components. We will also stress those problems and applications already tackled by this type of
approach. We will present a discussion on the most recent and difficult Data Mining tasks to be
addressed, and which are the latest trends in the development of Evolutionary Fuzzy Systems.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

Fuzzy systems have become a very popular tool in the Compu-
tational Intelligence and Soft Computing area for solving different
problems in Data Mining and engineering [123]. This is due to their
good properties for representing uncertain knowledge and there-
fore for adapting more smoothly to the context in which they are
working at. Usually, model structure in the form of Fuzzy Rule
Based Systems (FRBSs) is considered. FRBSs constitute an extension
to classical rule-based systems, because they deal with ‘‘IF-THEN’’
rules, but its antecedents and consequents are composed of fuzzy
logic statements, instead of classical ones. Additionally, in the case
of fuzzy sets with linguistic labels, the output system has a higher
interpretability degree for the expert to understand the working
procedure of the former [73], and the inner details of the problem
characteristics [62].
At the beginning of the 1990s, the combination between fuzzy
systems and Evolutionary Computation was studied. The main idea
behind this synergy was to take advantage of the optimization
capabilities of Evolutionary Algorithms (EAs) [50] for improving
the accuracy of fuzzy systems. Specifically, this was carried out
by either by performing an automatic definition of the FRBSs, or
by tuning some of the elements of their structure, i.e. Data Base
(DB), Rule Base (RB), or inference system.

This hybridization had led to Evolutionary Fuzzy Systems
(EFSs), which comprises an extension of the traditional and well-
known Genetic Fuzzy Systems [39,75]. The former term was due
to the use of Genetic Algorithms (GAs) as the primary part of this
synergy. In this paper we focus on a generic type of evolutionary
techniques. Indeed, EFSs have been recently extended by using
Multi-Objective Evolutionary Algorithms (MOEAs) [32], consider-
ing multiple conflicting objectives, instead of a single one. These
specific types of approaches are known as Multi-Objective Evolu-
tionary Fuzzy Systems (MOEFSs), and they have become an impor-
tant part of the more general EFSs [53].

In this paper we will revisit the different EFSs approaches that
have been proposed in the specialized literature. Furthermore,
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Fig. 1. Integration of an EFS on top of an FRBS.
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we will analyze the latest trends and challenges for the develop-
ment of new EFS methods. With this aim, we will divide this work
into five main parts as follows:

� We will first introduce a complete taxonomy regarding three
different aspects, i.e. the learning and/or optimization of the
FRBSs’ elements, the multi-objective approaches for achieving
the tradeoff among different objectives, and the development
of tuning algorithms for the definition of novel fuzzy represen-
tations. This will allow us to have a global view of the organiza-
tion of the EFS models, so that we can have a better
understanding of the evolution and characteristics of these
types of systems in the current panorama.
We want also to point out the significance of EFSs by studying
all types of Data Mining problems in which they have shown
a good behavior. In this way, we will stress the adapting capa-
bilities of these systems by providing an exhaustive list of areas
such as regression, classification, association rule mining, sub-
group discovery and data streams, among others.
� Traditionally, the use of EAs over other optimization techniques

has been considered as a natural choice due to their synergy
with FRBSs. We seek to establish the reason behind this deci-
sion, understanding what the properties of EAs are, so that they
make them to excel as opposed to other traditional approaches,
i.e. neural networks.
� Since the beginning of EFSs, almost 25 years ago, there have

been many real applications that stress that EFSs are still a valu-
able tool for solving different problems. Therefore, we will pres-
ent a non-exhaustive list of several recent applications.
Additionally, we will review some software tools that include
EFSs. In this way, we may find algorithms of reference for con-
trasting any new developed method in this area.
� After this overview of the main aspects of current EFSs, we will

focus on the central axis of this work, which is to set a
discussion on the new trends and challenges for these types
of systems. We will enumerate several novel problems and
applications in which EFSs may achieve good results, especially
those related to scalability and the scenario of Big Data [58,109],
being defined as one hot topic that still needs to be addressed in
detail. Furthermore, we will present additional topics and fea-
tures that can help researchers focus on new possibilities for
the continuous improvement of these techniques.
� Finally, we will carry out a critical evaluation on the design pro-

cess for EFSs. In particular, we aim at establishing some guide-
lines for the definition of a systematic procedure in order to
achieve the most correct development of EFSs.

We must point out that in this paper we do not aim at gathering
an exhaustive list of references on the topic. We acknowledge that
there has been an explosion of related works, which have already
been partially covered in four previous reviews [36,38,53,75] and
a book [39]. Within these works, we may find a profuse
literature for EFSs, as well as in the following thematic Website
at http://sci2s.ugr.es/gfs/.

The main contributions of the current paper with respect to the
former references have been stressed in the fifth objective pointed
out above. Specifically, we pay special attention to:

1. Extending the previous taxonomy on EFS [75] by proposing a
new and more comprehensive one. As such, we have provided
a more complete taxonomy by including those approaches that
consider a trade-off between objectives (using MOEFs) and
novel fuzzy representations.

2. Establishing why EAs are better suited for FRBS in contrast to
other optimization techniques such as neural networks and ad
hoc approaches
3. Presenting an overview and analysis of some of the most recent
areas of Data Mining, such as classification with imbalanced
data [101], mining of association rules [160], subgroup discov-
ery [76], and low quality data [135], among others.

4. Enumerating some of the latest engineering applications with
EFSs, in order to carry out a short overview for the significance
of these types of techniques over real problems.

5. Introducing some software tools that allow researchers to work
with EFSs, such as the KEEL Suite [11,9].

6. Developing an in-depth discussion for the new trends and chal-
lenges on the topic, thus analyzing hot and interesting areas for
future work.

In order to face the aforementioned objectives, the remainder of
this paper is organized as follows. In Section 2, we present the tax-
onomy on EFSs, and we describe the good properties that make EAs
more suitable for FRBS over other optimization techniques. Section
3 reviews the use and behavior of EFSs over different types of Data
Mining problems. Next, Section 4 introduces some recent real
applications in which EFSs have shown to be a well-suited solution,
whereas Section 5 describes the available software that includes
these types of methods. Section 6 includes the main part of this
manuscript in which we present and analyze several new trends
and challenges for EFSs. Some brief remarks and guidelines for
the development of new EFS are given in Section 7. Finally, in Sec-
tion 8, we provide some concluding remarks.
2. Analyzing the Evolutionary Fuzzy Systems’ models

The essential part of FRBSs is a set of IF-THEN fuzzy rules (tra-
ditionally linguistic values), whose antecedents and consequents
are composed of fuzzy statements, related to with the dual con-
cepts of fuzzy implication and the compositional rule of inference.
Specifically, an FRBS is composed of a knowledge base (KB), that
includes the information in the form of those IF-THEN fuzzy rules,
i.e. the RB, and the correspondence of the fuzzy values, known as
DB. It also comprises of an inference engine module that includes
a fuzzification interface, an inference system, and a defuzzification
interface.

EFSs are a family of approaches that are built on top of FRBSs,
whose components are improved by means of an evolutionary
learning/optimization process as depicted in Fig. 1. This process
is designed for acting or tuning the elements of a fuzzy system in
order to improve its behavior in a particular context. Traditionally,
this was carried out by means of GAs, leading to the classical term
of Genetic Fuzzy Systems [38,39,36,75]. In this paper, we consider
a generalization of the former by the use of EAs [50].

Taking this into account, the first step in designing an EFS is to
decide which parts of the fuzzy system are subjected to optimiza-
tion by the EA coding scheme. Hence, EFS approaches can be
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mainly divided into two types of processes: tuning and learning.
Additionally, we must make a decision whether to just improve
the accuracy/precision of the FRBS or to achieve a tradeoff between
accuracy and interpretability (and/or other possible objectives) by
means of a MOEA. Finally, we must stress that new fuzzy set rep-
resentations have been designed, which implies a new aspect to be
evolved in order to take the highest advantage of this approach.

This high potential of EFSs implies the development of many
different types of approaches. In accordance with the above, and
considering the FRBSs’ components involved in the genetic learn-
ing process, in this paper we extend the taxonomy first proposed
by Herrera [75] by distinguishing among the learning of the FRBSs’
elements, the EA components and tuning, and the management of
the new fuzzy sets representation (see Fig. 2).

In order to describe this taxonomy tree of EFSs, this section is
arranged as follows. First, we present those models according to
the FRBS components involved in the evolutionary learning process
(Section 2.1). Then, we focus on the multi-objective optimization
(Section 2.2). Afterwards, we provide some brief remarks regarding
the parametrized construction for new fuzzy representations (Sec-
tion 2.3) Finally, we state the rationale for the selection of EAs
approaches for carrying out the optimization process of FRBS (Sec-
tion 2.4).

2.1. Evolutionary learning and tuning of FRBSs’ components

When addressing a given Data Mining problem, the use of any
fuzzy sets approach is usually considered when an interpretable
system is sought, when the uncertainty involved in the data must
be properly managed, or even when a dynamic model is under con-
sideration. Then, we must make the decision on whether a simple
FRBS is enough for the given requirements, or if a more sophisti-
cated solution is needed, thus exchanging computational time for
accuracy.

As introduced previously, this can be achieved either by design-
ing approaches to learn the KB components, including an adaptive
inference engine, or by starting from a given FRBS, developing
approaches to tune the aforementioned components. Therefore,
we may distinguish among the evolutionary KB learning, the evo-
lutionary learning of KB components and inference engine param-
eters, and the evolutionary tuning. These approaches are described
below, which can be performed via a standard mono-objective
approach or a MOEA.
Fig. 2. Evolutionary Fuzzy
2.1.1. Evolutionary KB learning
The following four KB learning possibilities can be considered:

1. Evolutionary rule selection. In order to get rid of irrelevant,
redundant, erroneous and/or conflictive rules in the RB, which
perturb the FRBS performance, an optimized subset of fuzzy
rules can be obtained [83].

2. Simultaneous evolutionary learning of KB components. Working in
this way, there is possibility of generating better definitions of
these components [77]. However, a larger search space is asso-
ciated with this case, which makes the learning process more
difficult and slow.

3. Evolutionary rule learning. Most of the approaches proposed
to automatically learn the KB from numerical information
have focused on the RB learning, using a predefined
DB [149].

4. Evolutionary DB learning. A DB generation process allows the
shape or the membership functions to be learnt, as well as other
DB components such as the scaling functions, and the granular-
ity of the fuzzy partitions. Two possibilities can be used: ‘‘a pri-
ori evolutionary DB learning’’ and ‘‘embedded evolutionary DB
learning [40].’’

2.1.2. Evolutionary learning of KB components and inference engine
parameters

This area belongs to a hybrid model between adaptive inference
engine and KB components learning. These type of approaches try
to find high cooperation between the inference engine via param-
eters adaptation and the learning of KB components, including
both in a simultaneous learning process [108].

2.1.3. Evolutionary tuning
With the aim of making the FRBS perform better, some

approaches try to improve the preliminary DB definition or the
inference engine parameters once the RB has been derived. The fol-
lowing three tuning possibilities can be considered (see the sub-
tree under ‘‘evolutionary tuning’’).

1. Evolutionary tuning of KB parameters. A tuning process consider-
ing the whole KB obtained is used a posteriori to adjust the
membership function parameters, i.e. the shapes of the linguis-
tic terms [28].
Systems taxonomy.
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2. Evolutionary adaptive inference systems. This approach uses
parameterized expressions in the inference system, sometimes
called adaptive inference systems, for getting higher coopera-
tion among the fuzzy rules without losing the linguistic rule
interpretability [10].

3. Evolutionary adaptive defuzzification methods. When the defuzz-
ification function is applied by means of a weighted average
operator, i.e. parameter based average functions, the use of
EAs can allow us to adapt these defuzzification methods [91].

2.2. Approaches for optimizing several objectives

Traditionally, the efforts in developing EFSs were aimed at
improving the accuracy/precision of the FRBS in a mono-objective
way. However, in current applications the interest of researchers in
obtaining more interpretable linguistic models has significantly
grown [62]. The hitch is that accuracy and interpretability repre-
sent contradictory objectives. A compromise solution is to address
this problem using MOEAs [32] leading to a set of fuzzy models
with different tradeoffs between both objectives instead of a
biased one. These hybrid approaches are known as MOEFSs [53]
that, in addition to the two aforementioned goals, may include
any other kind of objective, such as the complexity of the system,
the cost, the computational time, and additional performance
metrics.

In this case, the division of this type of techniques is first based
on the multi-objective nature of the problem faced and second on
the type of FRBS components optimized. Regarding the previous
fact, those of the second level present a clear correspondence with
the types previously described for EFSs in the previous section.

Here, we will only present a brief description for each category
under consideration. For more detailed descriptions or an exhaus-
tive list of contributions see [53] or its associated Webpage (http://
sci2s.ugr.es/moefs-review/).

2.2.1. Accuracy-interpretability trade-offs
The comprehensibility of fuzzy models began to be integrated

into the optimization process in the mid 1990s [81], thanks to
the application of MOEAs to fuzzy systems. Nowadays, researchers
agree on the need to consider two groups of interpretability mea-
sures, complexity-based and semantic-based ones. While the first
group is related to the dimensionality of the system (simpler is bet-
ter) the second one is related to the comprehensibility of the sys-
tem (improving the semantics of the FRBS components). For a
complete survey on interpretability measures for linguistic FRBSs
see [62].

The differences between both accuracy and interpretability
influence the optimization process, so that researchers usually
include particular developments in the proposed MOEA making it
able to handle this particular trade-off. An example can be seen
in [61] where authors specifically force the search to focus on
the most accurate solutions.

2.2.2. Performance vs. performance (control problems)
In control system design, there are often multiple objectives to

be considered, i.e. time constraints, robustness and stability
requirements, comprehensibility, and the compactness of the
obtained controller. This fact has led to the application of MOEAs
in the design of Fuzzy Logic Controllers.

The design of these systems is defined as the obtaining of a
structure for the controller and the corresponding numerical
parameters. In a general sense, they fit with the tuning and learn-
ing presented for EFSs in the previous section. In most cases, the
proposal deals with the postprocessing of Fuzzy Logic Controller
parameters, since it is the simplest approach and requires a
reduced search space.
2.3. Novel fuzzy representations

Classical approaches on FRBSs make use of standard fuzzy sets
[159], but in the specialized literature we found extensions to this
approach with aim to better represent the uncertainty inherent to
fuzzy logic. Among them, we stress Type-2 fuzzy sets [90] and
Interval-Valued Fuzzy Sets (IVFSs) [127] as two of the main expo-
nents of new fuzzy representations.

Type-2 fuzzy sets reduce the amount of uncertainty in a system
because this logic offers better capabilities to handle linguistic
uncertainties by modeling vagueness and unreliability of informa-
tion. In order to obtain a type-2 membership function, we start
from the type-1 standard definition, and then we blur it to the left
and to the right. In this case, for a specific value, the membership
function, takes on different values, which are not all weighted
the same. Therefore, we can assign membership grades to all of
those points.

For IVFS [127], the membership degree of each element to the
set is given by a closed sub-interval of the interval [0,1]. In such
a way, this amplitude will represent the lack of knowledge of the
expert for giving an exact numerical value for the membership.
We must point out that IVFSs are a particular case of type-2 fuzzy
sets, having a zero membership out of the ranges of the interval.

In neither case, there is a general design strategy for finding the
optimal fuzzy models. In accordance with the former, EAs have
been used to find the appropriate parameter values and structure
of these fuzzy systems.

In the case of type-2 fuzzy models, EFSs can be classified into
two categories [29]: (1) the first category assumes that an ‘‘opti-
mal’’ type-1 fuzzy model has already been designed, and after-
wards a type-2 fuzzy model is constructed through some sound
augmentation of the existing model [30]; (2) the second class of
design methods is concerned with the construction of the type-2
fuzzy model directly from experimental data [154].

Regarding IVFS, current works initialize type-1 fuzzy sets as
those defined homogeneously over the input space. Then, the
upper and lower bounds of the interval for each fuzzy set are learnt
by means of a weak-ignorance function (amplitude tuning) [139],
which may also involve a lateral adjustment for the better contex-
tualization of the fuzzy variables [138]. Finally, in [140] IVFS are
built ad hoc, using an interval-valued restricted equivalence func-
tions within a new interval-valued fuzzy reasoning method. The
parameters of these equivalence functions per variable are learnt
by means of an EA, which is also combined with rule selection in
order to decrease the complexity of the system.
2.4. The rationale for Evolutionary Fuzzy Systems

As previously mentioned in this manuscript, EAs are a general
technique that can be used for obtaining FRBSs in a natural way.
Unlike the ad hoc approaches, EAs provide a generic code structure
and independent performance features with the flexibility and
capability to incorporate existing knowledge. This a priori knowl-
edge in an FRBS learning process can be given in several ways,
i.e. relevant inputs, scaling factors, membership functions, shape
functions, granularity, fuzzy rules, inference parameters, number
of rules, and so on. All of them can be represented in the genetic
code and/or considered in the genetic search by defining different
mechanisms for managing them, such as genetic operations,
niches, and coevolution among others. In addition, as discussed
above the EAs ability to explore large search spaces for suitable
solutions only requiring a performance measure can be used to
face the FRBS design with a wide range of approaches: RB learning
with a predefined DB, DB learning, RB and DB learning, rule selec-
tion, KB, inference system or defuzzification methods tuning.

http://sci2s.ugr.es/moefs-review/
http://sci2s.ugr.es/moefs-review/


A. Fernández et al. / Knowledge-Based Systems 80 (2015) 109–121 113
These characteristics are very valuable for the design of FRBSs
and bring benefits to EFSs over adhoc approaches.

Other Computational Intelligence techniques as neural net-
works have been applied to the design of FRBSs, the so-called
neuro-fuzzy systems (NFSs). These types of systems is character-
ized by a fuzzy system where fuzzy sets and fuzzy rules are
adjusted using the structure and learning capabilities of neural
networks. Nevertheless, in most of the NFSs proposals as FALCON
[96], GARIC [21], ANFIS [126], FINEST [148], NEFCON [114] and
SONFIN [88], the learning process only concerns the adaptation
of internal parameters of a fixed structure. This fact implies some
limitations for NFSs that EFSs overcome. NFSs suffer the curse of
dimensionality in a higher degree due to the complexity of the geo-
metrically increase of the neural learning process with respect to
the number of variables. Usually, NFSs need to know the granular-
ity (number of labels considered) prior to the learning process. On
the contrary, EFSs may include the granularity as another parame-
ter in the evolutionary process. Furthermore, NFSs have difficulties
for learning the rule structure because usually NFSs only deter-
mines membership functions and rule consequent coefficients. As
mentioned above, EFSs can face the full learning of KB, and evolu-
tionary approaches as genetic programming make the learning
easier inside the rule structure.

Finally, every Intelligent Data Analysis process must optimize
different objectives such as accuracy, interpretability, cost, compu-
tational time, additional performance metrics, just referring to
some of them. With the use of MOEFSs, users can take into account
multiple goals within the optimization process, hence generating a
set of non-dominated fuzzy systems that represents a tradeoff
among objectives. Just like other EFSs, MOEFSs have been applied
in several fields, due to their ability to represent real-world prob-
lems in a simple way and to include a priori knowledge in the
model.
3. The success of EFSs on Intelligent Data Analysis

One of the key values that has enabled EFSs to become an
important tool in computational intelligence is clearly its good
results and robustness in practically all fields in Data Mining. In
this section, we carry out an overview of some of these problems,
pointing out the most significant contributions in each topic.

3.1. Classification and regression problems

EFSs have been profusely used in the classification and regres-
sion framework. In previous reviews on the topic [38,53,75] we
may find them widely mentioned. Therefore, we will give a sum-
mary of this subject in order to focus on less developed topics,
but comprise of a higher number of contributions nowadays.

� The assumptions that bind standard regression analysis can be
relaxed by using a fuzzy regression model. Indeed, the use of
fuzzy sets has paved the way for the improvement of modeling
tasks, particularly by the use of the Takagi Sugeno Kang (TSK)
system [147]. Therefore, the extension to EFSs was a natural
progression. In particular, most of the developments for learn-
ing and tuning described in Section 2.1 were first proposed for
regression and control problems. Recent developments using
MOEFSs can be found in [63], and high dimensional problems
via adaptive fuzzy inference systems [107].
� Classification is one of the most studied problems in Machine

Learning and Data Mining [74]. It is a task that, from a super-
vised learning point of view, consists of inducing a mapping
which allows to determine the class of a new pattern from a
set of attributes. An algorithm is used to generate a classifier
from a set of correctly classified patterns called training set. In
this framework, if we join the use of fuzzy sets to the design
of rule based systems, we will obtain what is known as Fuzzy
Rule Based Classification Systems (FRBCSs) [82].
The actual number of research works that cover this topic is
overwhelming. Therefore, it is impossible to excel a single set
of publications that represent this area.

3.2. Classification with imbalanced data

When working with real applications in classification, we can
see that they frequently present a very different distribution of
examples inside their classes, which is known as the problem of
imbalanced classes [101]. Linguistic FRBSs have shown the
achievement of a good performance in the context of classification
with imbalanced datasets [59]. Specifically, linguistic fuzzy sets
allow the smoothing of the borderline areas in the inference pro-
cess, which is also a desirable behavior in the scenario of overlap-
ping, which is known to highly degrade the performance in this
context [70].

Solutions in imbalanced classification, are usually divided into
three different groups as follows:

� Data-level approaches for rebalancing the training set, where
the most widely used technique is the SMOTE algorithm [31].
In this group we may find most of the examples of EFS algo-
rithms [56,57,153].
� Algorithmic approaches are designed with specific operations

for the skewed class distribution. Within this group
we must stress FLAGID [144], the use of a hierarchical FRBCS
[55,100], and the use of a feature weighting FRBCS for
addressing the overlapping areas [12]. Additionally, other
approaches have been designed ad hoc for addressing the
imbalance problem in Intrusion Detection Systems [51], and
the modeling and prediction of imbalanced financial datasets
[137].
� Cost-sensitive learning approaches have also shown a behavior

countable in this context. EFSs solutions can be found using
standard fuzzy learning algorithms [122], an MOEFS [49], or
an ensemble method [145].

3.3. Mining of association rules

Association rules are used to represent and identify dependen-
cies between items in a database [160]. These are an expression
of the type X ! Y , where X and Y are sets of items and
X \ Y ¼ ;. This means that if all the items in X exist in a transac-
tion then all the items in Y with a high probability are also in the
transaction, and X and Y should not have any common items [3].
Knowledge of this type of relationship can enable proactive deci-
sion making to proceed from the inferred data. Many problem
domains have a need for this type of analysis, including risk man-
agement, medical diagnostics, fire management in national for-
ests and so on.

The first studies on the topic focused on databases with binary
values, however the data in real-world applications usually consist
of quantitative values. Therefore, the use of fuzzy sets to describe
association between data extends the types of relationships that
may be represented, facilitates the interpretation of rules in lin-
guistic terms, and avoids unnatural boundaries in the partitioning
of the attribute domains [48]. Whereas classical algorithms use a
predefined DB, most recent approaches on fuzzy association rule
mining are focused to learn both the fuzzy rules and the member-
ship functions of the fuzzy labels [7,78].



114 A. Fernández et al. / Knowledge-Based Systems 80 (2015) 109–121
3.4. Subgroup discovery

Subgroup discovery [76,94] is a form of supervised inductive
learning of subgroup descriptions in which, given a set of data
and having a property of interest to the user, attempts to locate
subgroups which are statistically ‘‘most interesting’’ for the user.
Its objective is to obtain simple rules (with an understandable
structure and with few variables), that are highly significant and
highly supported (covering many of the instances of the target
class).

A fuzzy rule describing a subgroup is represented in the same
way as for classification tasks. The antecedent describes the sub-
group in either canonical or disjunctive normal form, and the con-
sequent represents a value for the target classes. Currently, some
approaches make use of fuzzy logic for representing the continu-
ous variables that form the antecedent of these rules, by means
of linguistic variables. Since subgroup discovery requires several
objectives, we may excel MOEFSs approaches such as NMEEF-SD
[25]. In addition, several applications for subgroup discovery have
been developed in areas like marketing [44], photovoltaic technol-
ogy [27], or medical diagnosis [24].

3.5. Learning from low quality data

There are many practical problems requiring learning models
from uncertain data. The experimental design for the EFS learning
from data observed in an imprecise way, is not being actively stud-
ied by researchers. However, according to the point of view of
fuzzy statistics, the primary use of fuzzy sets in classification and
modeling problems is for the treatment of vague data. Preliminary
results in this area involve the proposals of different formalizations
for the definition of fuzzy classifiers, based on the relationships
between random sets and fuzzy sets [134].

Throughout the years, several works have proposed the use of
vague data with EFS under different perspectives [121,135]. Fur-
thermore, these approaches has been used in several applications
such as athletics [120] and diagnosis of dyslexia [119].

3.6. Data streams

In many applications, developed systems must face a dynamic
environment which implies the use of an adaptive learning
approach, knowing as learning from data streams [64]. Specifically,
the key motivation for this task is extracting knowledge structures
from an ordered sequence of records/instances that arrive to the
system in a rapid way, such as in computer network traffic or sen-
sor data. Therefore, the system learns incrementally, and maybe
even in real-time, aiming to adapt itself to changes of environmen-
tal conditions or properties of the data-generating process.

Regarding EFSs, just a few proposals have been developed due
to the time constraint requirements for this scenario. The first
approach was carried out in [116], whereas two applications can
be found at [150] for modeling real state market and in [142] for
monitoring rolling mills.
1 http://www.keel.es.
2 http://CRAN.R-project.org/package=frbs.
4. Recent applications of EFSs

As EFSs have evolved to better address the imprecision and
uncertainty in data, they have further attracted the interest of
practitioners to address specific problems. The optimization
obtained by EAs is a powerful boost in the performance of the pro-
posed approaches and also in the interpretability of the obtained
designs. The significance of these types of models is supported
by the high amount of real application problems in which they
are applied.
Table 1 shows a short list of some recent applications that have
been addressed using EFSs. This list is organized according to the
publication year of the associated research work, so that the appli-
cations can be consulted from old to new.

In a quick glance, we can observe that the applications shown
are quite varied and that they are related to diverse general sub-
jects. Specifically, we can observe applications in computing, med-
icine, finance, healthcare, industry and so on. This demonstrates
the flexibility of EFSs, as they are able to handle problems that at
least initially are not especially similar. Moreover, the number of
research publications containing applications of EFSs has increased
in the last few years, which is also a clue about the importance of
these methods in real-world problems and the attraction that they
are still generating.
5. Software suites for using EFSs: KEEL and frbs R package

As more and more EFS approaches are being developed over the
years, there is also a growing interest in compiling all these new
algorithms into a single library according to a twofold necessity:
(1) being able to compare our novel proposals versus the state-
of-the-art on the topic; and (2) to analyze and carry out a thorough
experimentation for determining the best suited solution for a
given application problem.

KEEL (Knowledge Extraction based on Evolutionary Learning)
Software Suite1 [11,9] is a free (GPLv3) Java tool which empowers
the user to assess the behavior of evolutionary learning and soft
computing based techniques for different kind of Data Mining prob-
lems: regression, classification, clustering, pattern mining and so on.
Particularly, it supports a complete list of Fuzzy Rule Based Learning
algorithms, both standard and evolutionary, together with methods
for performing an evolutionary postprocess phase over the results of
a Fuzzy Rule extraction method (only for regression tasks).

The significance of the KEEL Software Suite is mainly based on
the aforementioned exhaustive set of EFS algorithms that are
included. In particular, it includes some recent approaches such
as the different versions of SLAVE [65], FARC-HD [8] and its exten-
sion to IVFS [140], as well as well-known and classical algorithms
such as the MOGUL methodology [37], the Fuzzy-Hybrid Genetics
Based Machine Learning approach [84], and the genetic lateral tun-
ing based on 2-tuples [5], among others.

We may also find an R package named as frbs2 which provides
over ten learning methods to construct FRBS models in regression
and classification tasks from available data, and also allows the user
to work with several model types, i.e. linguistic, TSK, and so on.
Regarding EFS, it implements some of the former algorithms already
enumerated for the KEEL Software Suite, thus stressing the com-
pleteness of this R library [141].
6. New trends and challenges for EFSs

We must also acknowledge that, in spite of the good behavior
shown in many Data Mining areas, and their success when they
have been applied on different real problems, the behavior of EFS
can still be improved if we take advantage of the novel features
and components that have been recently proposed for the evolu-
tionary models, in terms of both performance and scalability.

In this section, we will present a discussion on the new trends
and challenges for EFSs. These issues must be regarded as a path
for future work and thus, they must allow researchers to focus
on the most prolific topics for developing their new methodologies.
In order to do so, we will first introduce some original types of EAs

http://www.keel.es
http://CRAN.R-project.org/package=frbs


Table 1
Recent applications of EFSs.

Year Applications of EFSs

2011 Computing, intrusion detection in computer networks [1,152]
Medical, characterization of patients in the psychiatric emergency
[26]
Chemical, identification of virus to filter the water microfiltration
[105]
Sports, future performance modeling in athletism [120]

2012 Healthcare, modeling the human gait [13]
Financial, time series forecasting of banking products [17]
Anthropology, skull forensic identification [80]
Financial, stock price prediction [97]
Musical, classifying audio signals in sound types [143]

2013 Medical, analysing the impact of a virus [24]
Energy, exception identification in photovoltaic technology [27]
Healthcare, dynamic activities recognition using an accelerometer
[52]
Remote sensing images [113]
Marketing, academic research and management support in marketing
[117,118]
Industrial, characterizing rotor blade learning edge materials [136]
Financial, modeling the real estate markets [150]

2014 Industrial, intelligent data analysis in industry [16]
Computing, intrusion detection [51]
Medical, categorizing risks for the coronary heart disease [47]
Medical, assessing the mortality risk after a cardiac surgery [115]
Financial, modeling and predicting real-world financial applications
[137]
Industrial, fault detection at rolling mills [142]
Web recommendation systems [132]
Ecology, river flows forecasting [151]
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(Section 6.1) and the scalability from the point of view of EAs (Sec-
tion 6.2). Next, we will point out how an instance selection prepro-
cessing stage can be carried out with the help of EFS (Section 6.3).
Then, we will present the problem of Big Data, as being one of the
hottest topics for current research (Section 6.4). New and complex
classification problems will be described next (Section 6.5). Finally,
we will consider the benefits of addressing intrinsic data character-
istics of the datasets (Section 6.6).

6.1. On the use of different types of EAs

EAs are certainly the basis for the development of EFSs. From
traditional GA with binary representations, to more sophisticated
real-coded evolutionary approaches, researchers are taking advan-
tage of the learning/optimization capabilities that arise with every
new approach that is being released. Regarding this fact, we must
pay attention to the recent developments in this field of research,
and how they can be employed to improve the behavior of EFSs.

A common example is the use of MOEAs [32] in the design of
MOEFs [53], as suggested in Section 2.2. The benefit in this case
is twofold: (1) to perform the search optimizing several objectives
at once; and (2) to spread the space of solutions and to be able to
select and/or combine the final set of learned models. It is also
worth exploring the advantages that new approaches such as
NSGA-III [43,85] may provide, as well as analyzing the use of
MOEAs for Data Mining [112] and to extend them to FRBS.

We must also mention the use of niching-based multimodal
algorithms [124]. This comprises a similar case to the former in
which, according to the intrinsic drawback of standard EAs of con-
verging to a population containing just one solution, we preserve
genetic diversity by encouraging the formation of species or niches,
each representing one of the possible solutions. In this way, the
search abilities of the algorithm are enhanced to get different solu-
tions in a multi-modal problem.

Finally, micro-GAs [2,33], which are based on small populations,
have shown to be efficient as they can converge in a lower number
of iterations. This does not mean that an optimal solution has been
attained, but it gives the possibility of restarting the search by
using several configuration sets, i.e. the combination of genetic
operators and/or their values, for obtaining a better global system.
Therefore, these algorithms may be useful for the optimization of
complex models.

6.2. Scalability from the point of view of EAs

The scaling up problem has arisen as a very influential one in
Machine Learning and Data Mining [35]. Essentially, the scalability
defines the capability of an algorithm for maintain a proper level of
performance, at a reasonable computational cost, as the size of the
problem increases. Specifically, we may distinguish between two
kinds of problems that should be solved by applying different kinds
of techniques but both together: (1) high dimensional problems
when a large number of variables have to be considered and, (2)
large scale datasets, when managing problems comprised of a large
amount of data.

Both types of problems have a strong influence in linguistic
fuzzy modeling. On the first hand, because the learning capability
of FRBSs suffer from exponential rule explosion when the number
of variables and/or data examples becomes high [34,87]. On the
other hand, because of the already mentioned increase of the train-
ing time, but also the convergence towards compact and interpret-
able models [75].

The hitch here is that EAs are computationally expensive by
themselves. Usually, a large number of evaluations are needed to
reach convergence, and depending on the size of the problem, each
call to the fitness function may take a long time. For Data Mining
tasks in general, and for EFS in particular, there are several tech-
niques available that improve the performance of the traditional
algorithms in these situations [71]. Most of them can be classified
into three perspectives:

1. Algorithm oriented [125]. It includes those techniques that
modify the definition of the algorithm adapting its components,
or integrating any mechanism to improve its performance when
tackling large scale data [6,20,63]. This has been achieved by
means of the design of algorithms that integrate any mecha-
nism oriented towards the problem dimensionality.

2. Data oriented [69]. These types of techniques are applied
directly to the data, reducing and distributing it with the objec-
tive of reducing the computational cost of the traditional
Machine Learning techniques. This can be carried out by means
of feature selection processes [18], instances or prototype selec-
tion [72], or by modifying the example distribution [42]. These
preprocessing approaches can be carried out as part of the
objective when we aim at improving the quality of the data
before the training stage.

3. Distributed approaches [4]. In this case, the methodology is
developed to run on several machines in order to save compu-
tational time [129].

Whereas the first type of solution requires a thorough design of
the inner features of the EA to achieve better efficiency, the latter
two types can be viewed as ‘‘external approaches’’ that are some-
how independent of the learning stage of the EFS. Therefore,
authors must be encouraged to focus on new methodologies for
decreasing the time complexity of this type of algorithms.

6.3. Instance selection by means of EFSs

It is well-known than one of the main drawbacks of EAs and
consequently for EFSs, is the computational time consumed during
the fitness evaluation. Clearly, the size of the training set has a
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strong dependency with the former fact, but it can also affect the
complexity of a resulting model. This is due to the fact that a higher
number of instances generally induces the generation of FRBS with
a higher number of rules. The way to overcome both problems, at
least partially, is to carry out a preprocessing stage by means of a
training set selection method. The goal is trying to maintain the
global accuracy of the model by using a representative set of exam-
ples from the initial dataset.

In [54], authors presented an analysis of the influence of
instance selection methods for EFS, by considering 36 different
methods from the state-of-the-art. They have determined that
the instance selection technique depends basically on the dimen-
sion of the considered dataset. A quite different approach can be
found in [15], where authors have embedded the instance selection
stage within the whole EFS process, leading to a co-evolutionary
approach. Specifically, they made use of a MOEFS for learning the
FRBS, and a standard GA for obtaining a reduced training set. They
show that with just a set between the 10% and 20% of the original
instances, the Pareto front is comparable to the one discovered
with the full dataset, but reduces the running time up to 86%.

In accordance with the conclusions extracted in these papers,
further work should be carried out following this research line.
Researchers must focus on the development of a methodology that
allows a fine-tuned integration between the instance selection and
the EFS learning approach. Proceeding this way, new techniques
can be better suited for scalability purposes, as suggested in Sec-
tion 6.2.

6.4. Big Data

Recently, the term of Big Data has been coined referring to those
challenges and advantages derived from collecting and processing
vast amounts of data [58]. This topic is mainly identified by the
3V’s definition which includes a large volume of information, which
arrives at a high velocity rate and maybe with real-time require-
ments, and with a variety of structured, semi-structured or
unstructured representation. Additional definitions including up
to 9V’s can be also found, adding terms like Veracity, Value, Viabil-
ity, and Visualization, among others [164].

There are several tools that have been designed to address Big
Data problems. Among them, the most popular one is the MapRe-
duce distributed processing system, as well as its open source
counterpart Hadoop [93]. These models allow the system to auto-
matically parallelize the execution, which can be achieved by the
simple definition of two functions, referred to as Map and Reduce.
In short, ‘‘Map’’ is used for per-record computation, whereas
‘‘Reduce’’ aggregates the output from the Map functions and
applies a given function for obtaining the final results. In addition
to these systems, Spark [89] is a new system developed to
overcome data reuse across multiple computations. It supports
iterative applications, while retaining the scalability and fault tol-
erance of MapReduce, supporting in-memory processes. This latter
emergent technology aspires to be the new reference for the pro-
cessing of massive data.

New research in the Big Data scenario for EFSs must be focused
on adapting the state-of-the-art algorithms, i.e. the ones presented
in Section 5, by providing a thorough implementation of the Map
and Reduce functions with aims at taking the highest advantage
of the parallelization for both reducing the learning time costs
and maintaining the overall accuracy. We must stress that this
adaptation is not trivial, and requires some effort when determin-
ing how to proceed in a divide and conquer method from the ori-
ginal workflow.

Being a recent framework, there are just a few works which
address this topic (using the MapReduce paradigm) from the point
of view of EAs [95], and even fewer from the perspective of FRBSs
[99,98]. This is due to the fact that MapReduce has a significant
performance penalty when executing iterative jobs [58], as it
reloads the input data from the disk every time, regardless of
how much it has changed from the previous iterations.

In accordance with the above, the Spark programming frame-
work must be considered as a most productive tool that may lead
to more efficient implementations for the field of EFSs. Further-
more, we have stressed that research with FRBSs and EFSs is on
an initial stage and only a couple of first approaches on the topic
have been published. There is still a lot of work to be carried out
in this sense.

6.5. Complex classification problems

The classification problem can been addressed under different
perspectives depending on the properties of the problem, and the
final objective that is pursued. Among different possibilities, we
have stressed three problems that currently hold high interest in
the research community and that have not be widely addressed
with EFSs yet. Specifically, in this section we describe multi-label,
multi-instance and monotonic classification.

6.5.1. Multi-label classification
In conventional classification, each instance is assumed to

belong to exactly one class among a set of candidate types. How-
ever there is a framework called ‘‘multi-label classification’’ whose
goal is to obtain a model that classifies a set of non-exclusive cat-
egories or, in other words, to assign more than one tag the same
example [161].

The multi-label classification has received increased attention
in recent years according to its practical relevance, and its interest
from a theoretical point of view. This type of classification task was
first applied in the field of document categorization, but it is cur-
rently applied to multiple areas of interest including computer
vision, information extraction through acoustic signals, and bioin-
formatics, among others.

The nature of the problem is well suited for the use of FRBS and
EFS based algorithms, but few efforts have been applied to solving
this task using these tools. We may find just a couple of contribu-
tions regarding this issue, either using a fuzzy similarity measure
and k-nearest neighbors [86] and a fuzzy associative classifier with
genetic rule selection [146].

By means of the fuzzy rule representation, we may extract and
represent the features of this complex problem in an accurate way.
In addition to the former, and according to the few works that cur-
rently cover this topic with EFS, we must be aware of the necessity
in filling the gap in this field of research.

6.5.2. Multi-instance learning
Multi-instance learning (MIL) [46] is a variation on the classic

paradigm supervised learning problems in which we have incom-
plete information about classes or instances. Unlike the classical
model, where instances are categorized individually, in MIL ‘‘bags’’
of instances are classified as a whole. However, it is unknown
which one of these instances is the one that categorizes the full
‘‘bag’’. This is a field with many practical applications, where the
number and variety of these areas that have benefited from MIL
has increased significantly. We stress bioinformatics, Web recom-
mendation, and computer-aided detection, among others.

There are dozens of methods that search for a solution and new
proposals to improve specific aspects emerge continuously [14].
The use of fuzzy related models, may help to consider lower and
upper approximations of the set of bags, using similarity measures
in this level. We found a first approach that applies FRBS [106]. The
extension to EFS may unequivocally improve any preliminary
results achieved by these techniques. Finally, we must point out
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an additional open problem, which consists of the hybridization
between multi-label and multi-instance learning [162], and that
might be also addressed in the near future.

6.5.3. Ordinal and monotonic classification
Ordinal reasoning is associated with an important category in

prediction problems. In the ordinal classification task, the output
attribute takes ordinal values within certain domains [23], so that
accuracy is computed by measuring how ‘‘far’’ the class is from the
actual one.

In addition to the former, we may observe some problems in
which both the input attributes and the class have a monotonicity
constraint. This is known as monotonic classification [92], where
there partial ordering relationships exist that establish the order
among examples, being in particular a case of the former.

The hitch in this classification scenario is that those models
obtained by standard techniques do not ensure compliance with
the main monotonicity restriction previously pointed out. This
has motivated the development of ad hoc algorithms that are able
to handle such restrictions, in particular with fuzzy rule based sim-
ilarity [19]. Furthermore, solutions based on data processing are
beginning to be studied, for example those based on fuzzy ordinal
measures for feature selection [79].

EFSs may help to address this problem from an algorithmic
point of view. This can be carried out by means of the development
of ad hoc techniques that take advantage of the fuzzy representa-
tion for a better fitting of the output ranking, as well as providing
the proper metrics to guide the whole optimization process [41].

6.6. Addressing data intrinsic characteristics: overlapping, small
disjuncts, noise and dataset shift

It is straightforward to acknowledge that there are some prob-
lems that are considered to be harder, or more difficult to solve
accurately, than others. The hitch here is being able to identify
the properties of these problems prior to the learning stage, and
therefore to apply specific methodologies for improving the behav-
ior of standard Data Mining approaches.

A recent study made in [101] presented a discussion about six
significant problems related to data intrinsic characteristics that,
in addition to the well-known class imbalance (refer to Section
3.2), contribute to a performance degradation. These are the prob-
lem of overlapping between the classes [133], the identification of
areas with small disjuncts [157] together with the lack of density
and information in the training data [155], the impact of noisy data
[163], and the dataset shift [110]:

� Among all data intrinsic characteristics, we must highlight the
one related to overlapping between classes [133], which
appears when a region of the data space contains a similar
quantity of training data from each class. This situation leads
to developing an inference with almost the same a priori prob-
abilities in this overlapping area, which makes the distinction
between the classes very hard or even impossible. Indeed, some
researchers have shown that the behavior of a given classifier
over a dataset can be characterized by means of some data com-
plexity metrics that measure the overlap between the classes
[104]. Taking this into account, we may find a recent work with
EFSs that overcomes this issue, in which authors proposed a
simple yet effective feature weighting approach in synergy with
FRBCS for imbalanced classification [12].
� The presence of imbalanced classes is closely related to the

problem of small disjuncts. This situation occurs when the con-
cepts are represented within small clusters, which arise as a
direct result of underrepresented subconcepts [158]. We must
we aware that this problem becomes accentuated for those
classification algorithms which are based on a divide-and-con-
quer approach [156], leading to data fragmentation. Somehow
similar is the small sample size [128]. This issue is related to
the ‘‘lack of density’’ or ‘‘lack of information’’ where induction
algorithms do not have enough data to make generalizations
about the distribution of samples. We must stress that FRBSs
have never been proposed to deal with any of these cases yet.
� Noisy data is known to affect the way any Data Mining system

behaves [60]. The most common approach is to apply a filtering
technique in order to avoid the influence of examples with
noise in the learning stage [131]. Although fuzzy set representa-
tion is known to handle uncertainty in an adequate way, and
they have shown to support a good tolerance versus noise
[130], to the best of our knowledge there are no significant con-
tributions that have made use of these types of models for man-
aging noisy data in classification problems. In accordance with
the former, we must stress this framework for carrying out
new research on the topic.
� The problem of dataset shift [110,22] is defined as the case

where training and test data follow different distributions. It
often appears due to sample selection bias issues, being covar-
iate shift the most common case, i.e the input attribute values
that have different distributions between the training and test
sets [110]. Therefore, a more suitable validation technique has
been designed in order to avoid introducing dataset shift issues
artificially [111,103], showing a robust behavior in the case of
EFS [102].

In summary, we have stressed the significance of identifying the
inner characteristics of the data as a prior step when studying the
applications we are dealing with. Proceeding this way, the benefit
is straightforward, as we may use or develop solutions that are bet-
ter suited to each case study. Clearly, the learning capabilities of
fuzzy systems, and the good search properties and adaptability of
EAs, make EFSs a suitable methodology for proposing solutions
that are able to properly manage Data Mining problems with
respect to these properties and different complexity measures of
the Data Mining problems.
7. Methodology for the development of EFSs

In this section we aim to carry out a critical discussion on the
procedure followed by researchers for the design and development
of EFS. In particular, we will focus on two different aspects that
must be considered in order to advance towards a correct method-
ology and strengthen the progress in this framework, i.e. the inner
design structure of EFS, and the correct experimental evaluation
for novel proposals.

7.1. Alternatives for the EFS structure

There are two main choices that must be taken into account
when developing a new EFS, i.e. the components of the FRBS
(including those elements that will be learnt or tuned by the EA),
and the EA scheme and inner features for developing the optimiza-
tion. We describe both below.

1. The definition of the fuzzy system. Researchers must tradi-
tionally decide on several design parameters such as universes
granulation, rule antecedent aggregation operators, rule seman-
tics, rule base aggregation operators and defuzzification meth-
ods, among others. This implies a high number of degrees of
freedom that must be studied thoroughly.
The most common approach is to define a standard KB and,
depending on the problem requirements, to refine any of its
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parameters. Some examples in this case are the use of novel
fuzzy representations, the definition of approximative rules
(instead of descriptive ones), using parametric connectors, rule
weight heuristics, and so on. Researchers may take advantage of
the EAs for encoding and evolving some of these components,
and optimize FRBSs with respect to the design decisions above.
However, they must be careful as a very ambitious approach
will increase the chromosome complexity, enlarging the search
space considerably. This implies a challenge on the computa-
tional efficiency of EA-based methods, that, as pointed out pre-
viously, can be attenuated only via judicious exploration of
design requirements.

2. The components of the evolutionary part. When working
with EAs, we must be aware of useful elements such as real cod-
ing for continuous variables, different parent replacement strat-
egies, and adaptive components. This supposes a step forward
with respect to the simplest GA that researchers have tradition-
ally been used even for new approaches.
Additionally, recent literature on EAs has introduced significant
advances such as novel techniques (particle swarm, differential
evolution, and so on), and the extension of standard GA compo-
nents such as niching GAs for multimodal functions, hybrid
combinations of GAs and local search (memetic algorithms).
The choice of a more sophisticated EA may result in better
learning and adaptation and therefore to a more accurate EFS.
However, when these new types of techniques are being
employed for the learning and/or tuning of the FRBS compo-
nents, a clear justification for their choice must be made from
whatever meaningful point of view: efficiency, efficacy/preci-
sion, interpretability, scalability, and so on. In summary, a com-
parison with the classic EFSs from the literature must be carried
out in order to establish whether these new features actually
improve the proposed system.

7.2. Proper experimental validation for EFSs

Focusing on the experimental study, there are four different
issues that must be analyzed, namely the comparison with the
state-of-the-art approaches, proper use of experimental frame-
work (benchmark problems, validation techniques, etc.), statistical
analysis for the support of experimental results, and reproducibil-
ity of the proposal.

1. Comparison with the state-of-the-art. When any new
approach is under study, the scientific method implies the jus-
tification of its usefulness and quality with respect to any met-
ric of performance, i.e. accuracy, complexity, and so on. It is
mandatory to carry out a experimental analysis by contrasting
the results of the authors’ proposal with the previous best tech-
niques which follow the same objectives and fuzzy system com-
ponents, following the branches of the EFS’ taxonomy shown in
Section 2. Proceeding this way, the effectiveness of the novel
algorithm for this knowledge area will be unequivocally shown.
Unfortunately, there is no review study that establishes which
are the specific algorithms that must be stressed for each single
category, and even if this was the case, it is clear that new
approaches are published every year which outperform the pre-
vious ones. Nevertheless, authors must follow two simple rec-
ommendations: (1) to compare with the most well-known
and classical approaches in the literature and (2) to determine
the advantages with respect to the most recent proposed tech-
niques in the topic and that present high quality results. It is not
enough to compare with a simple approach that was already
outperformed years ago, that is not the state of the art at the
present, or with novel methods that do not accomplish the
aforementioned requirements.
2. Setting up a correct experimental framework. Selecting the
proper algorithms for comparison (as pointed out above) is very
important, but if the framework used in the experimental study
is incorrect, the findings extracted from the results may no
longer be valid. Every paper that is being published usually
employs a different set of benchmark problems, or it is based
on a specific application from which it is impossible to repro-
duce the same experimental study, or even based on simple
toy problems created ad hoc with synthetic samples.
The previous issue implies the management of a unified set of
datasets for different types of Data Mining problems (please
refer to Section 3). Furthermore, it is also indispensable to make
use of the same data partitions and validation techniques. In
this sense, we must stress the development of the KEEL dataset
repository [9] that can be found at http://www.keel.es/datasets.
php.
In addition to the former, we must point out the necessity of
using experimental analysis models under an equal and signif-
icant number of runs, iterations, parameters, and execution
time.

3. Statistical tests. Traditionally, authors claim that their new pro-
posals are better than the algorithms of comparison by just
focusing on the absolute difference shown in the selected met-
rics of performance. However, this practice is no longer correct
as it is mandatory to establish some statistical support to these
findings. Inferential statistics show how well a sample of results
supports a certain hypothesis and whether the conclusions
achieved can be generalized beyond what was tested.
There are two main types of statistical tests in the literature:
parametric tests (t-test and ANOVA) when the results fulfill
the independency, normality and homoscedasticity conditions
[66]; and nonparametric tests (Wilcoxon or Friedman tests)
when the former assumptions do not hold. In EFS and other
computational intelligence algorithms, these conditions are
not easy to meet [67].
In accordance with the above, we suggest the use of non-para-
metric tests as stated in the specialized literature [45,68]. The
use of pairwise or multiple-tests depends on whether we are
contrasting our control method versus a single algorithm or
versus several related algorithms. In summary, statistical tests
are a necessary tool to strengthen the conclusions extracted
from the experimental results. They allow significant differ-
ences to be shown among the results of the approaches that
are being compared, highlighting the best performing method.

4. Reproducibility of the new algorithm. Finally, it is of extreme
importance to be able to reproduce the results of the authors’
proposal according to a double aim: (1) to confirm the results
shown in the experimental study and (2) to carry out a future
comparison when developing a related approach.
A clear algorithmic description of the proposal must be carried
out, including all components (coding approach, operators,
fuzzy components, etc.). All steps should be clearly identified,
with no possibility of taking ad hoc choices by other researchers
at any point. Additionally, all parameters’ values must be
explicitly pointed out in the experimental framework.
In order to ease this issue, a good exercise is to include the new
approach into any Data Mining tool such as those introduced in
Section 5, or at least to make the source code publicly available
for other users.

8. Concluding remarks

In this survey paper we have carried out a full review of EFS
models. First, we have presented a complete taxonomy for the cur-
rent types of associated methodologies with respect to three differ-
ent perspectives, i.e. the learning of the FRBS’ elements, the

http://www.keel.es/datasets.php
http://www.keel.es/datasets.php
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approaches with respect to the evolutionary components, and the
optimization of novel fuzzy representations. Additionally, we have
stressed the significance of EFS regarding the good behavior shown
over many different Data Mining scenarios, and also their applica-
tion for solving real problems in heterogenous fields. With the sake
of complementing the overview of EFSs, we have also pointed the
software suites that include these types of models.

In accordance with the former, we have analyzed and evaluated
the good properties and features of EFSs, and their success for tra-
ditional frameworks. However, in this paper we aimed to go one
step further by introducing some topics that we considered to be
as new trends and challenges for this area. Specifically, we have
described several fields of Data Mining in which EFS still have
room for improvement, and also those novel work scenarios that
need the development of more sophisticated approaches. Among
them, we have stressed new and complex classification problems,
the scalability problem from the point of view of EAs and also its
relationship with Big Data problems, preprocessing with EFS, some
original types of EAs and its application of EFSs, and the manage-
ment of the intrinsic data characteristics to better adapt to the con-
text of each individual problem.

In summary, the objectives of this work were to highlight the
good properties of EFSs to be applied as ‘‘multipurpose’’ tools,
and to advise researchers on topics in the near future, and which
is most the appropriate methodology to follow when releasing
new proposals on the topic.
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