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Abstract—There are many real-world classification problems in-
volving multiple classes, e.g., in bioinformatics, computer vision, or
medicine. These problems are generally more difficult than their
binary counterparts. In this scenario, decomposition strategies usu-
ally improve the performance of classifiers. Hence, in this paper, we
aim to improve the behavior of fuzzy association rule-based clas-
sification model for high-dimensional problems (FARC-HD) fuzzy
classifier in multiclass classification problems using decomposition
strategies, and more specifically One-versus-One (OVO) and One-
versus-All (OVA) strategies. However, when these strategies are ap-
plied on FARC-HD, a problem emerges due to the low-confidence
values provided by the fuzzy reasoning method. This undesirable
condition comes from the application of the product z-norm when
computing the matching and association degrees, obtaining low
values, which are also dependent on the number of antecedents of
the fuzzy rules. As a result, robust aggregation strategies in OVO,
such as the weighted voting obtain poor results with this fuzzy
classifier. In order to solve these problems, we propose to adapt
the inference system of FARC-HD replacing the product -norm
with overlap functions. To do so, we define n-dimensional overlap
functions. The usage of these new functions allows one to obtain
more adequate outputs from the base classifiers for the subsequent
aggregation in OVO and OVA schemes. Furthermore, we propose
a new aggregation strategy for OVO to deal with the problem of
the weighted voting derived from the inappropriate confidences
provided by FARC-HD for this aggregation method. The quality
of our new approach is analyzed using 20 datasets and the con-
clusions are supported by a proper statistical analysis. In order to
check the usefulness of our proposal, we carry out a comparison
against some of the state-of-the-art fuzzy classifiers. Experimental
results show the competitiveness of our method.

Index Terms—Aggregations, fuzzy rule-based classification sys-
tems, multiclassification, one-versus-one, overlaps.
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I. INTRODUCTION

UZZY rule-based classification systems (FRBCSs) are
F well known and widely used tools in the field of pattern
recognition and classification problems. They provide an inter-
pretable model by using linguistic labels in the antecedents of
their rules [1]. FRBCSs have been applied in multiple real-world
problems, including domotics [2], anomaly intrusion detection
[3], image processing [4], and medical problems [5], among
others.

In classification, two types of problems can be differentiated
depending on the number of classes that compose the output of
the problem: binary (two classes) and multiclass problems (more
than two classes). Usually, it is more difficult to build a classifier
in the latter case due to the overlapping among the examples of
the different classes of the problem, which makes the defini-
tion of decision boundaries more complex. Even so, multiclass
problems are present in several applications domains, such as
fingerprints recognition [6], handwritten digits [7], microarrays
[8], or cardiovascular disease classification [5]. A commonly
used solution to deal with multiclass classification problems
is to use decomposition techniques [9], [10], which try to di-
vide the original multiclass problem into easier to solve binary
classification problems, which are faced by independent binary
classifiers named base classifiers.

Different decomposition strategies have been proposed in the
specialized literature [10]. Two of the most well known and used
ones are One-versus-One (OVO) and One-versus-All (OVA) [9],
which can be included within the wider error correcting output
codes framework [11]. The OVO scheme divides the original
problem into as many subproblems as possible pairs of classes,
whereas in OVA the division results in as many subproblems
as classes in the original one. In both strategies, each binary
problem is addressed by an independent base classifier. When
classifying a new example, the outputs of all the base classifiers
are combined to make the final decision (aggregation phase).

In this paper, we aim to improve the performance of fuzzy as-
sociation rule-based classification model for high-dimensional
problems (FARC-HD) [12] in multiclass problems using decom-
position strategies. Previous works have shown that although the
base classifier can be capable of solving multiclass problems,
such as FARC-HD, these strategies usually work better than ad-
dressing the problem directly [9], [13]-[16]. However, two main

1063-6706 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



ELKANO et al.: ENHANCING MULTICLASS CLASSIFICATION IN FARC-HD FUZZY CLASSIFIER: ON THE SYNERGY

difficulties emerge when carrying out the proposed hybridiza-
tion.

1) The aggregation of the classifiers in OVA and OVO
schemes directly depends on the confidences provided
by the base classifiers. In the case of FARC-HD, due
to the usage of additive combination [17] as fuzzy rea-
soning method, we consider as confidence the sum of
the association degrees obtained for each class, which are
computed by multiplying the matching degrees (of the ex-
ample with the antecedents of the rules using the product
t-norm to model the conjunction) and the rule weight. For
this reason, when combining FARC-HD and decompo-
sition strategies the confidences obtained when carrying
out the inference process of FARC-HD are not suitable
for the subsequent aggregation. From our point of view,
this is due to the usage of the product in the inference of
FARC-HD, which produces small confidences with low
variations for each pair of classes and penalizes the rules
with the largest number of antecedents.

2) Aggregation strategies that usually have a robust and ac-
curate performance in OVO, such as the weighted voting
(WV) [18], [9], [19], do not obtain good results when
using FARC-HD as base classifier (while others do not
present this problem). Our hypothesis is that the confi-
dence estimation of the nonpredicted class provided by
FARC-HD distorts the combination in OVO when using
this aggregation strategy.

In order to address the former problem, we propose to
adapt the inference process of FARC-HD in such a way that
the confidences obtained allow decomposition strategies to pro-
duce more accurate aggregations and consequently, can lead to
improve the classification in OVO and OVA models. To do so,
we will use overlap functions [20], which satisfy similar prop-
erties to those of the product, in the inference of FARC-HD.
These functions allow us to obtain values with a higher varia-
tion than those provided by the product, in such a way that the
confidences used in OVO and OVA (stored in the score-matrix
or vector) are better modeled and, hence, greater knowledge is
acquired for the posterior aggregation.

Since overlaps functions are originally defined for 2-D prob-
lems, in this paper, we introduce the concept of n-dimensional
overlap functions to be able to compute the overlap among
n input values. More specifically, according to the problem re-
lated to the number of antecedents, we propose the usage of
n-dimensional overlap functions that do not decrease the results
as the number of input values n increases.

In addition, aiming at facing the latter problem, we propose
an alternative to the usage of the WV in the aggregation phase
of OVO strategy. To do so, we propose an aggregation strategy
named WinWYV, which follows the idea of the WYV, in which
we do not consider the confidences obtained by nonpredicted
classes, since its usage is not appropriate for the classification in
the case of FARC-HD (we will show that OVA and other OVO
aggregations are not affected by this problem).

In order to assess the quality of the methods, we use 20
numerical datasets from the KEEL dataset repository [21] and
we contrast the results obtained using nonparametric statistical

1563

tests, as suggested in the specialized literature [22], [23]. In
these experiments, we will study the goodness of the usage n-
dimensional overlap functions and we will also analyze whether
the usage of WinWV allows the performance of the WV to be
enhanced. Moreover, we will show the validity of our proposal to
improve the performance of FARC-HD in multiclass problems,
comparing it against the original FARC-HD algorithm and some
of the best performing fuzzy methods, i.e., FURIA algorithm
[24], IVTURSFARc_HD [25], and PTTD [26]

The rest of this paper is organized as follows. In Section II,
we briefly introduce FARC-HD and decomposition strategies
and we describe some of the aggregations for OVO that we
use in this paper. Section III contains a detailed description of
our proposals to use FARC-HD with decomposition strategies
and puts forward the definition of the n-dimensional overlap
functions. The setup of the experimental framework is given in
Section IV and the analysis of the results obtained is presented
in Section V. Finally, Section VI concludes this paper.

II. PRELIMINARIES

In this section, we first recall some concepts about FRBCSs
and we briefly explain the FARC-HD algorithm [12] (see Sec-
tion II-A). Then, we describe OVO and OVA decomposition
strategies and some of the OVO aggregation methods studied in
the literature (see Section II-B). Finally, we review the related
works in Section II-C.

A. Fuzzy Rule-Based Classification Systems and Fuzzy
Association Rule-Based Classification Model for
High-Dimensional Problems

A classification problem consists of learning a mapping func-
tion called classifier from a set of training examples, named
training set, that allows one to classify previously unknown ex-
amples. Letx, = (2p1, ..., &,y ) be the pthexample of the train-
ing set, which is composed of P examples, where x,,; is the value
of the ith attribute (i = 1,2, ..., n) of the pth training example.
Each example belongs to aclass y, € C = {C},Cs,...,Cy },
where m is the number of classes of the problem.

We find multiple techniques used to cope with classification
problems. Among them, FRBCSs are widely used because they
provide an interpretable model by means of the use of linguistic
labels in their rules [1].

The two main components of FRBCSs are the following ones:

1) Knowledge Base: Itis composed of both the rule base (RB)
and the database, where the rules and the membership
functions are stored, respectively.

2) Fuzzy Reasoning Method: This is the mechanism that
classifies examples using the information stored in the
knowledge base.

In this paper, we focus on a fuzzy rule learning algorithm
known as FARC-HD [12], since it is currently one of the most
accurate and interpretable FRBCSs in the literature. This algo-
rithm makes use of the following rule structure:

Rule R; : Ifz;is Aj; and ... and z, is A;,

then Class = C'; with RW (1
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Fig. 1. Linguistic labels partitioning in FARC-HD.

where R; is the label of the jth rule, z = (x1,...,2,) is an
n-dimensional pattern vector that represents the example, A;; is
afuzzy set, C; € Cistheclasslabel, and RW is the rule weight,
which is computed using the most common specification, i.e.,
the fuzzy confidence value or certainty factor defined in [27]:

>

x, €ClassC)

P
Z HA; (zp)

where 14, (,) is the matching degree of the example x;, with
the antecedent part of the fuzzy rule R;, which is computed
using (3), shown further in this section. In the case of FARC-
HD, linguistic labels are modeled using uniformly distributed
triangular membership functions, which form a strong partition
(see Fig. 1).

In order to generate the RB, FARC-HD applies a learning
process composed of three steps.

1) Fuzzy Association Rule Extraction for Classification:

With the aim of obtaining the fuzzy RB, a search tree
[28] is constructed for each class. To do so, the frequent
itemsets (an item is a linguistic label) are computed using
the support and confidence. Finally, the fuzzy rules are
generated from the obtained frequent itemsets. The num-
ber of linguistic terms in the antecedents of the rules is
limited by the maximum depth of the tree.

2) Candidate Rule Prescreening: This phase makes use of
subgroup discovery to preselect the most interesting rules
from the RB obtained in the previous stage by means
of a pattern weighting scheme [29]. The weights of the
examples are based on the coverage of the fuzzy rules.

3) Genetic Rule Selection and Lateral Tuning: An evolution-
ary algorithm is used both to perform a lateral tuning of
the fuzzy sets [30] and to select the most accurate rules
from the RB generated in the previous steps.

Let x, = (xp1,...,2,,) be a new example to be classified,
FARC-HD applies a fuzzy reasoning method called additive
combination [17], computed in four steps.

1) Matching Degree. In this step, the strength of activation

of the if-part for all rules in the RB with the pattern z,, is
computed

ke (xp)
RW; = CF; =

@

/J'A_, (xp) = T(NA71 (xpl)v o 7//414_, n;j (xpn_, )) (3)

where /14, (zp;) is the matching degree of the example
with the ith antecedent of the rule R;, T" is a t-norm (in
the case of FARC-HD the product), and n; is the number
of antecedents of the rule.
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2) Association Degree. The association degree of the pattern
x,, with each rule in the RB is computed

bj(wp) = pa, (xp) - RWj. )

3) Confidence Degree. In this stage, the confidence degree for
each class is computed. To obtain the confidence degree
of a class, the association degrees of the rules of that
class, i.e., those whose consequent class is the class we
are considering, are summed

Z bj (xp)7

R;€RB; C; =1

confi(z,) = 1=1,2,...

,m.

®)

4) Classification. The class that obtain the highest confidence
degree is the predicted one

Class = arglirlnaxm(confz (xp)). (6)

As we can observe in the rule structure and the fuzzy reason-
ing method, FARC-HD is capable of solving multiclass classifi-
cation problems directly. However, previous works have shown
that decomposition strategies usually work better than address-
ing the problem directly [9], [10], [13]-[16]. Therefore, we
propose to use the decomposition strategies with the aim of im-
proving the performance of FARC-HD when facing multiclass
problems. However, as we have stated in Section I, we will show
that there are some issues we need to address when combining
FARC-HD and these strategies.

B. Decomposition Strategies

Decomposition strategies [10] divide the original multiclass
problem into simpler binary problems that are faced by inde-
pendent binary classifiers, which are referred as base classifiers.
These strategies can be used both with classifiers that are able
to face only two-class classification problems and those having
an inherent multiclass support. In this paper, we consider two of
the most used decomposition strategies in the literature: OVO
and OVA [9] strategies.

1) One-Versus-One: OVO decomposition divides a problem
of m classes into m(m — 1)/2 binary subproblems (all possible
pairs of classes). Each problem is faced by a binary classi-
fier, which is responsible for distinguishing a pair of classes
{C;, C;}. When classifying a new example, each base classifier
will return a pair of confidence degrees r;;,7;; € [0, 1] in favor
of classes C;, Cj, respectively (if only a confidence degree is
given for the predicted class, the other is usually computed as
rj; = 1 —1;;, being C; the predicted one). The outputs (confi-
dence degrees) provided by all the base classifiers are stored in
the score-matrix 12 as follows:

T1m
T2m

|’ as .

Tm1 T'm2 ce. —

Since each binary subproblem is faced by an independent
classifier, we normalize the score-matrix such that the range
of the confidences provided by all classifiers is the same. This
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normalization is very important when using FARC-HD because
it does not return confidences in [0,1] that can be interpreted as
probabilities. The score-matrix is normalized as follows:
L if?”ij#OOI'Tji#O

Tij i ®)
0.5

Tij =
ifrij :Tﬂ ZO

Finally, the outputs of the base classifiers are aggregated and
the predicted class is obtained. This aggregation step is a key
factor for the classification process [9]. In this paper, we consider
four well-known OVO aggregation methods.

1) Voting Strategy [31]. Each base classifier votes for the

predicted class and the class having the largest number of

votes is given as output
> sy ©)

1<j#i<m

Class = arg max
i=1,...,m

where s;; is 1 if ;; > rj; and O otherwise.

2) Weighted Voting [18]. Each base classifier votes for both
classes based on the confidences obtained for them. The
class having the largest value is given as output

Class:argi:qlaxm Z Tij. (10)

""" 1<jFi<m
3) Non-Dominance Criteria [32]. The score-matrix is con-
sidered to be a fuzzy preference relation. Then, class with
the highest nondominance degree is the predicted one

Class = arg max {1 — max rjb} (11)

=1,....m j=1,....om
where R’ is the strict score-matrix.

4) Learning Valued Preference for Classification [33], [34].
This aggregation strategy, as in ND, considers the score-
matrix as a fuzzy preference relation. In this manner, the
original relation is decomposed into three new relations
with different meanings: the strict preference, the conflict,
and the ignorance. In order to obtain the output class, a
decision rule based on voting strategy is proposed
N;

Ni + Nj

12)
where NN; is the number of examples from the class ¢ in
the training data, C}; is the degree of conflict (the degree
to which both classes are supported), I;; is the degree of
ignorance (the degree to which none of the classes are
supported), and P;; and Pj; are the strict preference for

1 and j, respectively. These variables are computed as

ij

.....

follows:
Cij = min{rij,rﬁ}
Pij = rij — Cij
Pji = 1ji = Cyj
Iij =1- max{rl-j,rji}.

Owing to the way in which the multiclass problem is divided
in OVO scheme, there is an issue inherent to this decomposition
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method: the noncompetent classifiers [19]. The learning process
of each base classifier is performed using only the examples be-
longing to the two classes that this classifiers will classify and,
consequently, it ignores the examples belonging to other classes.
Therefore, the remainder classes are unknown for these classi-
fiers and their outputs are irrelevant when classifying examples
of those classes. However, these outputs are aggregated in the
same way as the relevant ones, possibly misleading the correct
labeling of the example. Although this is an interesting line, it is
out of the scope of this paper and we leave it as a future research
line.

2) One-Versus-All: OVA decomposition divides a problem
of m classes into m binary problems, which are addressed by in-
dependent binary classifiers. Each base classifier distinguishes
one of the classes from all other classes. The learning process of
these classifiers is performed using the whole training data, con-
sidering the examples from the single class as positives and the
rest of examples as negatives. When classifying a new example,
each base classifier will return a confidence degree r; € [0,1] in
favor of the class C;, which will be stored in a score-vector R

R=(r,... (13)

,’f'j,,...,?"m).

As in OVO, we need to normalize the score-vector such that
the range of the confidences provided by all classifiers is the
same. In order to do so, we also need the score-vector in which
the confidences obtained by each classifier for the negative class
are stored 2. With both vectors, the normalization of the score-
vector I? is performed as follows:

Ti
i+ 7 '

Finally, the most commonly used aggregation in OVA con-
sider the usage of the maximum value in the score-vector and,
thus, the class with the highest confidence will be predicted.

(14)

ri =

C. Related Works

Decomposition strategies can be included in the broader cat-
egories of ensembles and multiple classifier systems (MCSs)
[35], [36]. These types of systems aim to improve the classifi-
cation performance by the combination of several classifiers. In
fact, ensembles and MCSs are usually referred to those meth-
ods where the base classifiers are able to predict any of the
classes of the problem; however, decomposition techniques are
also formed of sets of classifiers, but there is a major differ-
ence: each base classifier is not able to predict all the classes
in the problem (only two of them or two combinations of dif-
ferent classes are predicted). Such an important difference has
produced rather different approaches for each type of method.

Traditional ensembles aim to produce diverse base classi-
fiers [37], whose differences in their predictions allow them to
increase the performance, since they complement each other.
Widely used ensemble methods are Bagging [38] and Boosting
[39], [40]. These type of methods have been also considered
in the fuzzy community, where different approaches have been
proposed using fuzzy systems as base classifiers [41]-[44]. In
[41], the authors combined the FRBCSs obtained in the pareto
front of a multiobjective optimization genetic algorithm. An
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extension of the classical random Forests (a variant of bag-
ging) using fuzzy decision trees was presented in [42] and [45].
Boosting in the fuzzy context was applied in [46]. Trawinski
et al. [43], [44], [47] developed a methodology to construct
FURIA-based multiclassifiers in a series of works, including
all the different phases of an ensemble, from its construction
(also bagging-based) to the combination procedure presented in
the latter work. All these type of models are usually no longer
interpretable and, hence, the fuzzy classifiers are used instead
of other weak classifiers, such as the commonly used deci-
sion trees to take advantage of the fuzzy decision boundaries
to reach highly accurate models, which may need the usage of
thousands of rules [44], even though some authors focused on
reducing this number [48]. Moreover, FURIA [24] has been one
of the most extended base classifier in this framework, which
by itself is not as interpretable as classical FRBCSs [1], since
it make use of hyperrectangles adjusted for each rule instead of
using the same linguistic labels in each rule. For this reason, in
this paper, we only deal with decomposition-based ensembles,
which may maintain part of the interpretability of the original
models.

Otherwise, decomposition strategies have also attracted atten-
tion as a way of improving classification in multiclass problems
with FRBCSs [26], [32], [34], [49]. In this framework, different
base classifiers have been used (Fuzzy Ripper [34], FH-GBML
[50] or SLAVE [51]), as well as different combination meth-
ods have been proposed, such as the nondominance criterion
(ND) in [32] or the learning valued preference for classification
(LVPC) [34], [49] already described in Section II-B. In these
papers, the authors considered the score-matrix as a preference
relation from which the best alternative should be predicted. In
order to do so, the conflict and ignorance were modeled in [49]
and thereafter applied in the fuzzy Ripper algorithm presented
in [34]. Similarly with a different approach to output the class
from the score-matrix, Fernandez et al. [32] proposed the usage
of the ND criterion, showing good results with FH-GBML and
SLAVE classifiers. In addition, in [26], Senge and Hiillermeier
presented the top-down induction of fuzzy pattern trees (PTTD),
which made use of OVA approach.

However, recent developments with fuzzy classifiers are not
only related to ensemble strategies. Taking into account the good
properties of FRBCSs, several approaches [24], [25], [52]-[54]
have been proposed aimed at improving the tradeoff between
accuracy and interpretability [55]. FURIA [24] extended the
RIPPER algorithm using fuzzy rules and it provides accurate
results. In [52], Chen et al. combined a feature selection pro-
cess using the so-called modulator functions and a fuzzy rule
extraction mechanism based on fuzzy clustering. Castro et al.
[53] defined a fuzzy classifier using general fuzzy rules and
a new mechanism aimed at solving the conflicts among them.
In [54], Acilar and Arslan defined a new approach to design
fuzzy classifiers using k-means clustering and a memetic algo-
rithm to find the optimal values of fuzzy rules and membership
functions. In order to improve the interpretability of TSK fuzzy
classifiers, the usage of a minimax probability was proposed in
[56]. Finally, Sanz et al. [25] provided a framework to improve
the performance of FRBCSs using interval-valued fuzzy sets.
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On account of the different fuzzy methodologies described
above, we have considered to include those following a similar
philosophy to our proposal in the experimental study. More
specifically, we have considered both aggregations defined in the
fuzzy context (ND and LVPC) [32], [34], [49], the PTTD [26]
method as an OVA-based fuzzy system, as well as FURIA [24]
and IVTURS [25] as state-of-the-art fuzzy classifiers. Finally,
we should mention that none of the ensemble/multiclassifier
approaches previously enumerated has addressed the problem
affecting the inference that we aim to overcome in this paper.

III. INTRODUCING n-DIMENSIONAL OVERLAP FUNCTIONS TO
ADAPT FARC-HD BEHAVIOR IN ONE-VERSUS-ALL
AND ONE-VERSUS-ONE

In this paper, we propose to combine FARC-HD with OVA
and OVO decomposition strategies in order to improve the per-
formance of FARC-HD in multiclass classification problems.
However, the confidences provided by FARC-HD are not ad-
equate for them due to the use of the product to compute the
association degree, as we will show in the experimental anal-
ysis. Thus, the inference process needs to be adapted for the
sake of a better synergy between FARC-HD and decomposition
schemes.

In the remainder of this section, we first describe the way in
which we introduce FARC-HD in OVO and OVA models, as
well as the problems that we have to address when carrying out
this combination (see Section III-A). Next, we recall the concept
of 2-D overlap functions and we present the new definition of
n-dimensional overlap functions, as well as their construction
method (see Section III-B). Then, we describe the modifica-
tion of the inference of FARC-HD using n-dimensional overlap
functions aiming at improving the synergy between FARC-HD
and decomposition strategies (see Section III-C). Finally, we
present a new aggregation strategy for the OVO model named
WinWV that solves the problems of the WV with the confi-
dences of FARC-HD (see Section III-D).

A. Using Fuzzy Association Rule-Based Classification Model
for High-Dimensional Problems as Base Classifier in the
One-Versus-All and One-Versus-One Strategies

In order to use OVO and OVA strategies with FARC-HD, we
need to fill the score-matrix of OVO [(7) and the score-vector of
OVA (13)] with the confidences provided by FARC-HD for each
class. More specifically, we consider as confidences the confi-
dence degree for each class computed using (5). Both the match-
ing and the association degrees of the example with the fuzzy
rules are computed by (3) and (4), respectively, using the product
f-norm.

When low values are aggregated using the product #-norm,
the range in which the result can vary is small (the lower the
input values are, the smaller the range becomes), which may
happen when computing the matching degree of several fuzzy
rules. This effect is further accentuated as the number of an-
tecedents of the rules increases, which implies that the associa-
tion degrees of those rules with more antecedents will be smaller
and will have a lower variation. This behavior implies that the



ELKANO et al.: ENHANCING MULTICLASS CLASSIFICATION IN FARC-HD FUZZY CLASSIFIER: ON THE SYNERGY

confidences stored in the score-matrix and score-vector will
have low variations as well, which is not desirable for the subse-
quent aggregation performed in OVO and OVA schemes. Con-
sequently, it seems suitable to modify the inference process in
such a way that the aggregation of the values involved in the
computation of the association degrees is made using functions
whose results are in a wider range, maintaining more informa-
tion for the aggregation process (see Section III-C).

The previous problem does not affect the behavior of the
original FARC-HD, since the confidences obtained after the in-
ference process are not used beyond classification and, hence,
this variation does not affect the final result given by the al-
gorithm. However, in decomposition strategies, the confidences
provided by FARC-HD are used in the aggregation phase and,
hence, the predictions are used beyond the decision of the class
prediction of the base classifiers. Thus, a low variation in the
confidences might have a negative effect in OVO and OVA mod-
els, which is especially reflected in the unexpected behavior of
robust aggregation strategies used in OVO, such as the WV,
as we will show in the experimental study. For this reason, a
new aggregation strategy that solves the problems of the WV is
needed (see Section III-D).

B. n-Dimensional Overlap Functions

The concept of overlap function [20] was introduced in im-
age processing in order to classify those pixels that it was not
clear whether they belonged to the object or to the background.
This concept has been applied in many image processing prob-
lems [57]-[59] and used in [60] to model the indifference in
preference relations. However, the application range of these
functions has turned out to be much wider, since they allow one
to recover many of the characteristics of the -norms without
imposing the associativity. Precisely because the associativity
is not demanded, the extension of the concept of overlap func-
tion to dimensions higher than two is not direct. Moreover, this
extension is necessary in order to use overlap functions in prob-
lems in which the associativity is not necessary or even natural
and in which -norms have been used. In this paper, we propose
a definition of overlap function in any finite dimension, which
particularly allows one to recover the 2-D case. Additionally,
we present the construction method of overlap functions using
rational expressions.

We first recall the following definition of two-dimensional
overlap functions.

Definition 1 ([20]). A function O : [0,1] x [0,1] — [0, 1] is
an overlap function if satisfies the following conditions.

1) O(z,y) = O(y, z) forall z,y € [0,1].

2) O(x,y) =0ifandonly ifx - y = 0.

3) O(x,y) =lifandonly ifx -y = 1.

4) is increasing.

5) is continuous.

Following this concept, we define the extension of the previ-
ous two-dimensional overlap functions to n dimensions.

Definition 2. A n-dimensional function O™ :[0,1]" —
[0,1] with n > 2 is a n-dimensional overlap function if the
following properties hold.
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1) O" is symmetric.
2) On(zla R 75571) = 0if and only if H zj = 0.
i=1

3) O"(xy,...,xz,) = 1ifand onlyif [] z; = 1.
i=1
4) O" is increasing.

5) O" is continuous in each of the variables.
Example 1: The following functions are examples of n-
dimensional overlap functions:
1) The minimum is a n-dimensional overlap function which
is also a -norm.

O"(z1...,2,) =min(xy,...,x,). (15)
2) Take p > 0. Then, the function
n p
O"(x1,...,x,) = (HI,> (16)
i=1

is a n-dimensional overlap function. Furthermore, O" is
associative if and only if p = 1.
a) If p =1, we recover the product, which is a r-norm

as well
O"(z1,...,20) = [ - (17)
i=1
b) If p= %, we have the geometric mean
On(xlaxQ; ,.’En) = (18)
3) The harmonic mean is a n-dimensional function
0"(331,.732, e ,xn)
n . .
SERT——— ife; #0, foralli=1,...,n
— 1 Tn (19)
0, otherwise.
4) The function
n «
O"(z1,...,2,) =sin (;T <1_[1x2> ) (20)

1 . . .
where o« < —, is another example of n-dimensional

overlap function.

As we have shown, both the product, which is used in the orig-
inal FARC-HD, and the minimum, which is another 7-norm that
is commonly used in FRBCs, are examples of n-dimensional
overlap functions. Finally, we present a construction method for
n-dimensional overlap functions using rational expressions.

Theorem 1: The mapping O™ :[0,1]" — [0,1] is a n-
dimensional overlap function if and only if there exist f, g :
[0,1]" — [0,1] with

flay,. ... xy)
) gz, ..

On(l’l,..

'5zn) =

f(.’Bl,..

-axn>

where
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1) f and g are symmetric.
2) fis nondecreasing and g is nonincreasing.
3) f(x1,...,2,) = 0if and only if H x; = 0.

i=1
4y g(x1,...,z,) =0ifand only if [] x; = 1.
i=1

5) f and g are continuous.

Proof. To see the necessity, assume that O" is a n-
dimensional overlap function. We can define f(xy,...,2,) =
O"(x1,...,xy) and  g(z1,...,2p) =1— fa1,...,2,).
Hence, the properties (1)—(5) of the theorem are direct as well
as

flzy, ..o x)
f(xla"wxn)+g(xla"

Let us take a look at what happens with the sufficiency.
We must see that the function defined in (1) is in fact a
n-dimensional overlap function. The continuity, the symmetry,
and the monotony are evident. In addition

o On(l‘l,..

-7xn)
S Ty) o 1 '

O"(x1,...,2,) = 0iff f(x1,...,2,) = 0iff Hmz =0

i=1
and O" (xy, ..

:f(xl 'van)""g(xla”wxn)
that is, if and only if g(z1,...,2,) =0 and if and only if

7
H xTr; = 1.
i=1
L
n n
i=1
1

- Example 2: The function
(H IL’7> + max (1 —z;)
1<i<n

i=1

wp) = 1iff f(ay, ... x,)

077’(331,...

,J)”) -

is an example of n-dimensional overlap function.

C. Modification of the Inference Process Using n-Dimensional
Overlap Functions

Once the n-dimensional overlap functions and the construc-
tion methods have been presented, we show the proposed mod-
ification of the inference process of FARC-HD in order to im-
prove the aggregation in OVO and OVA strategies. More specif-
ically, we propose to compute the matching degree and the
association degree of the example with the fuzzy rules using the
previously defined n-dimensional overlap functions. To do so,
we replace the -norm in the matching degree computation (3)
by an overlap function:

21

We must stress that the matching degree is employed to com-
pute both the support and the confidence used in the first step of
the learning algorithm shown in Section II-A. Thus, this mod-
ification also affects the learning process of the algorithm as
well.

KA, (xp) =0" (MA;‘I ($P1)> s HA N (wpn_,’ ))
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Similarly, we substitute the product in the association degree
computation (4) by an overlap function, according to

bj(ap) = O(pa, (zp), RW;)
= O(On (/’[’Ajl (xl)1>7 s HA R (‘rl)ﬂj ))7 RW?) (22)

The reason for computing the association degree using an
overlap function instead of the product is the same as in the
case of the matching degree, that is, the low variation of the
association degrees obtained when multiplying the matching
degree and the rule weight.

In this paper, we have considered five different overlap func-
tions to observe their effect in the RB and their influence on
the accuracy of the model (for the sake of brevity, in the exper-
iments, we take the overlap O in (22) the same as O"). Each
overlap function returns lower or higher values than the rest
for the same input tuple. According to the values returned by
the overlap functions, we can establish an order among them.
Thus, we will consider that an overlap function is greater than
other one if the values returned by the first function are higher
than those returned by the second one for the same arguments.
A short description of each function is shown below, sorted in
ascending order by the returned value.

1) Product: The returned value is the product of input values
(17). Indeed, this is the case of the original FARC-HD
and, hence, we are able to recover the original method
using the proposed extension of overlap functions.

2) Minimum: Returns the minimum of input values (15). This
is a -norm as well, but unlike the product, the returned
value does not decrease when the number of arguments
increases. The minimum is commonly used in FRBCs.

3) Harmonic Mean: The returned value is the harmonic mean
of input values if all of them are different than zero and 0
otherwise (19).

4) Geometric Mean: Returns the geometric mean of input
values (18).

5) Sine: This an example of an overlap function that returns
higher values than means (20). The use of this type of
functions is interesting in order to check what happens in
these cases. In the experiments carried out in Section V,

we take o« = —.

Among the considTelred overlap functions, the first one is the
product (used in the original FARC-HD). The product is a
t-norm that returns values with a lower variation than the other
functions and whose returned value decreases as the number of
arguments increases. Next, we have the minimum, which is a
t-norm as well, but whose returned value does not depend on the
number of arguments. Then, we consider the harmonic and the
geometric means as representatives of means that return higher
values than #-norms [61]. Finally, we have considered a func-
tion (SIN) that returns higher values than means. This variety
of overlap functions allows us to have a general overview in the
experiments (see Section V).

According to (19) and (18), both the harmonic and the ge-
ometric means return O when one of the arguments is 0. This
property is satisfied by #-norms as well, and it is very important to
conserve the necessary discrimination capability of FARC-HD.
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o" (1, )

o™ (z, o)
T

—e— Product —e— Product
0.2 —%— Minimum - 0.2} —%— Minimum 4
—e— Harmonic Mean —e— Harmonic Mean
0.1 —=— Geometric Mean | _| 0.1 —=— Geometric Mean | _|
—+— Sine —+— Sine
0 I I I I I I L L L 0 L I I I I L L L
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 2. Values returned by the different overlap functions. (a) Considering (1,

In the experimental study, we will show that another desirable
property that the overlaps should satisfy in order to work well
in our framework is the idempotence, which is satisfied if

O"(x,...,x) = . (23)

Among the previous overlaps, the minimum, the harmonic
mean, and the geometric mean satisfy this property.

In Fig. 2(a) and (b), we can graphically observe the pre-
viously mentioned differences in the values returned by each
overlap function (we depict overlaps with n = 2 to ease the vi-
sualization of their behavior). Fig. 2(a) depicts the behavior of
the overlap functions when aggregating a value with the value 1,
whereas Fig. 2(b) shows the returned values when aggregating
a value with itself. Looking at Fig. 2(a) and (b), we can see that
the proposed n-dimensional overlap functions provide a higher
variation than the product when the input arguments are small.
However, both figures show that there is a huge difference be-
tween the SIN and the rest of the overlap functions. In fact, in
Fig. 2(b), we can observe that the returned value is greater than
the input arguments when aggregating a value with itself, which
might not be a desirable behavior in this framework, as it may
produce a loss of the discrimination capabilities of FARC-HD.

D. Adapting the Weighted Voting to Fuzzy Association
Rule-Based Classification Model for High-Dimensional
Problems Confidence Estimation: WinWV

In addition to the adaptation of the inference process of the
base classifiers to OVO and OVA using overlap functions, we
propose a new aggregation method for the OVO strategy named
WinWYV, which is a modification of the WV that does not achieve
the expected results.

As we described in Section II-B, each base classifier provides
a pair of confidence degrees r;;,7;; € [0, 1] in favor of classes
C;,C; so that r;; is the confidence predicting the class C; and
7;; is the confidence predicting the class C;. Although we have
improved the confidences provided by FARC-HD making them
more suitable for the OVO strategy, we will show that the WV
is still not working as expected. From our point of view, the

(b)

x) as input (b) Considering (z, x) as input.

reason is that the confidence estimation of the nonpredicted
class distorts the aggregation phase in OVO, as we will show in
Section V.

Likewise, the LVPC strategy does not work properly with
these type of confidences, as it can be observed in [32]. In this
case, the confidence for the nonpredicted class does not allow
one to model the conflict and ignorance degrees properly. Notice
that if these terms were not considered, the original WV would
be recovered. For this reason, we focus on solving the problems
of the WV with the confidence estimation of the nonpredicted
class.

To do so, we propose to consider only the confidence of the
predicted class, whereas that of the nonpredicted class is not
taken into account. Therefore, the WinW'V aggregation strategy
works as follows:

> s

1<j#i<m

Class = arg max (24)

1,..., m

where s;; is r;; if r;; > r;; and O otherwise. Notice that OVA
and other combination strategies in OVO such as VOTE and
ND (see Section II-B) managing the confidence for the nonpre-
dicted class differently need not be modified in order to achieve
competitive results.

IV. EXPERIMENTAL FRAMEWORK

In this section, we present the setup of the experimental frame-
work used to develop the experiments carried out in Section V.
First, we describe the datasets selected for the experimental
study (see Section IV-A). Next, we show the parameter setup
considered for each method (see Section IV-B). Finally, we in-
troduce the statistical tests that are necessary to assess whether
significant differences exist among the results obtained (see
Section IV-C).

A. Datasets

In order to analyze the performance of our proposal, we
have considered 20 datasets selected from the KEEL dataset
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TABLE I
SUMMARY OF THE FEATURES OF THE DATASETS USED IN THE EXPERIMENTAL
STUDY
Id. Dataset #Ex.  #Atts.  #Num. #Nom.  #Class.
aut autos 159 25 15 10 6
bal balance 625 4 4 0 3
cle cleveland 297 13 13 0 5
con contraceptive 1473 9 6 3 3
eco ecoli 336 7 7 0 8
gla glass 214 9 9 0 7
hay hayes-roth 132 4 4 0 3
iri iris 150 4 4 0 3
new newthyroid 215 5 5 0 3
pag pageblocks 548 10 10 0 5
pen penbased 1100 16 16 0 10
sat satimage 643 36 36 0 7
seg segment 2310 19 19 0 7
shu shuttle 2175 9 9 0 5
tae tae 151 5 3 2 3
thy thyroid 720 21 21 0 3
veh vehicle 846 18 18 0 4
VoW vowel 990 13 13 0 11
win wine 178 13 13 0 3
yea yeast 1484 8 8 0 10

repository [21]. Table I summarizes the features of the se-
lected datasets, showing for each dataset the number of exam-
ples (#Ex.), number of attributes (#Atts.), number of numerical
(#Num.) and nominal (#Nom.) attributes, and the number of
classes (#Class.).

To carry out the different experiments, we consider a fivefold
stratified cross-validation model, i.e., we randomly split the
dataset into five partitions of data, each one containing 20% of
the patterns, and we employed a combination of four of them
(80%) to train the system and the remaining one to test it. We
use three different seeds for the execution of the methods in each
partition. In this manner, the result for each dataset is obtained
by computing the average of the five partitions using the three
seeds in each one. Instead of the commonly used cross validation
and in order to correct the dataset shift, that is, when the training
data and the test data do not follow the same distribution [62],
[63], we will use a recently published partitioning procedure
called distribution optimally balanced cross validation [64].

B. State-of-the-Art Fuzzy Classification Methods Used
for Comparison

In this section, we briefly describe the different methods used
throughout the experiments and the configuration that we have
considered for each one. We have selected three recognized
state-of-the-art fuzzy classifiers to compare with our proposal,
in addition to the comparison with the original FARC-HD algo-
rithm.

1) FURIA [24]: This algorithm modifies and extends the RIP-
PER rule induction algorithm [65]. In particular, FURIA
learns fuzzy rules of the form given in (1) instead of con-
ventional rules, using fuzzy sets with trapezoidal member-
ship functions. Additionally, the model built by FURIA
learns unordered rule sets instead of rule lists. The learn-
ing process is divided in two stages:

IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 23, NO. 5, OCTOBER 2015

TABLE II
SETUP OF THE METHODS PARAMETERS

Algorithm Parameters

FURIA Num. of optimizations: 2

Num. of folds: 3

FARC-HD and
IVTURSEARC-HD

Num. of linguistic labels per variable: 5
Minimum Support: 0.05
Minimum Confidence: 0.8
Maximum depth: 3
Parameter £: 2
Evaluations: 20 000
Number of individuals: 50
« parameter: 0.02
Bits per gen: 30
Rule weight: certainty factor
Inference: Additive Combination

PTTD e parameter: 0.25%

Beam size: 5

1) Learn arule set for each class using OVA decompo-
sition. To do so, a modified and extended version of
RIPPER is applied, which can be divided into the
building and the optimization phase.

2) Extract the fuzzy rules by fuzzifying RIPPER’s
rules using a greedy algorithm.

When classifying a new example, the class predicted by
FURIA is the one with maximal support. If the example is
not covered by any rule, a rule generalization (stretching)
is carried out and all rules are replaced by their mini-
mal generalizations, which is obtained by deleting all an-
tecedents that are not satisfied by the query. In the case of a
tie, a decision in favor of the class with highest frequency
is made.

2) IVTURS garc-up [25]: This method uses FARC-HD to
accomplish the fuzzy rule learning process and then, it
substitutes the original fuzzy sets by interval-valued (IV)
fuzzy sets and it modifies the inference process using
an IV fuzzy reasoning method. This inference process
uses IV restricted equivalence functions to increase the
relevance of the rules in which the equivalence of the
interval membership degrees of the patterns and the ideal
membership degrees is greater. In addition, it combines a
tuning of the parameters used in the IV fuzzy reasoning
method and rule selection, in order to both decrease the
complexity and increase the performance of the system.

3) PTTD [26]: This method constructs a fuzzy pattern tree
for each class (OVA decomposition) whose inner nodes
are marked with generalized fuzzy logical operators and
whose leaf nodes are associated with linguistic terms on
input attributes. The learning algorithm used by PTTD
builds the pattern tree in a top-down manner.

The configuration of the previous methods and that of our

proposal is shown in Table II.

C. Performance Measure and Statistical Tests

In order to test the performance of the different methods, we
have used the most common metric, that is, the accuracy rate.
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FARC-HD OVA OovVOoNP OVOQVOTE ovoWinWv OVOHVPe ovoWY
PROD 43.80 57.90 (0.128)  55.23 (0.327)  56.53 (0.269)  54.40 (0.747) 37.90 42.38
MIN 48.63 (0.967)  51.72(0.282)  49.03(0.708)  49.77 (0.672)  46.42(1.000)  41.22(0.717)  42.95 (1.000)
HM 50.22 (0.967) 38.23 40.52 40.95 43.83 54.05(0.157)  43.90 (1.000)
GM 56.25(0.699)  48.95(0.282)  45.65(0.708)  43.65(0.768)  47.95(1.000)  56.67 (0.122)  49.13 (1.000)
SIN 53.60 (0.856)  55.70 (0.170)  62.08 (0.075)  61.60 (0.097)  59.90 (0.319)  62.65 (0.028)  74.15 (0.002)
TABLE VI

WILCOXON TEST TO COMPARE THE WV AND THE WINWV

Comparative R+ R- p-value Hypothesis

OVOPRh, versus OVOpInWY 7.00  203.00 0.000 Rej. OVONIWY 95¢;
OVOY Y, versus OVOR WY 2100 18900 0002  Rej. OVOXEWY 950,
OVOWY versus OVOREWY 1450 19550  0.001  Rej. OVOREWY 95%
OVOg]C,]/ versus OVOinV‘?WV 13.50 196.50 0.001 Re;j. Ovog]&:wv 95%
OVOQY versus OVOJ WY 5.50 204.50 0.000 Rej. OVONIWY 959,

This metric is defined as percentage of correctly classified ex-
amples related to the total number of examples. However, the
accuracy rate may not properly reflect the behavior of different
algorithms in multiclass problems, as they do not take into ac-
count the classes of the examples in its computation. Therefore,
the usage of additional metrics (not opposite, yet complemen-
tary) increases the strength of the experimental study, yielding
more complete conclusions. For this reason, we have also con-
sidered Cohen’s kappa [66] measure as an evaluation criterion,
which evaluates the portion of hits that can be attributed to
the classifier itself (i.e., not to mere chance), relative to all the
classifications that cannot be attributed to chance alone.

For multiclass problems, kappa is a very useful, yet simple
meter for measuring a classifier’s classification rate, while com-
pensating for random successes. The major difference between
the classification rate and Cohen’s kappa is the scoring of the
correct classifications, since Cohen’s kappa scores the successes
independently for each class and aggregates them. This way of
scoring is less sensitive to randomness caused by a different
number of examples in each class. Nevertheless, for the sake
of space, we cannot include the experimental study carried out
with this metric, but we provide it as a supplementary mate-
rial of the paper. Anyway, we should stress that the conclusions
drawn are equivalent to those obtained with accuracy along the
whole experimental study.

Besides the performance measures used to evaluate the qual-
ity of the models, we want to study how the different overlap
functions affect the RB size. To do so, we consider the average
number of rules and antecedents by rule for each overlap func-
tion in both OVO and OVA models (considering all base clas-
sifiers) and the FARC-HD algorithm (directly executed without
decomposition strategies).

In order to give a statistical support to the analysis of the re-
sults, we carry out some nonparametric tests [22]. More specif-
ically, we use the Wilcoxon signed-ranks test [67] to perform

pairwise comparisons, the Aligned Friedman test [68] to check
whether there are statistical differences among a group of meth-
ods and the Holm post-hoc test [69] to find the algorithms that
reject the null hypothesis of equivalence against the selected
control method. A complete description of these tests and soft-
ware for their use can be found on the website available at:
http://sci2s.ugr.es/sicidm/.

V. EXPERIMENTAL STUDY

In this section, we analyze the results obtained by our propos-
als developing an experimental study composed of three steps
(the same is done with kappa in the supplementary material):

1) We analyze the effect of overlap functions in the final
performance of the model and we also study whether our
new aggregation strategy for OVO (WinWV) allows us
to improve the results of the WV (see Section V-Al).
Additionally, we show how the usage of overlap functions
affects the size of the RB and the training times (see
Section V-A2).

2) We show whether our new model is a suitable solution for
multiclass problems compared with the original FARC-
HD [12] and we analyze which decomposition strategy
obtains better results (see Section V-B).

3) We study whether our proposal improves the results ob-
tained by some of the state-of-the-art fuzzy classifiers,
such as FURIA [24], IVTURSEgarcHp [25], and PTTD
[26] (see Section V-C).

A. Study of the Behavior of n-Dimensional Overlap Functions

In this section, we first study the effect of the different overlap
functions in the final performance of the system (see Section V-
Al) and then we show the impact of these functions in the RB
and in the training times (see Section V-A2). Additionally, in
order to check whether the proposed new aggregation strategy
for OVO (WinWV) solves the problems of the WV with the
confidences provided by FARC-HD, a comparison between the
WYV and the WinWYV is performed (also in Section V-Al).

Tables III and IV show the accuracy rate obtained in testing
by each method in all datasets, together with the standard de-
viation (shown with 4). As we can observe in Table III, on the
one hand, we execute the FARC-HD algorithm directly (with
no decomposition strategies) using the five overlap functions
considered in this paper (PROD, MIN, HM, GM, SIN). On the
other hand, we present the results of OVA and OVO models con-
sidering the previously mentioned overlap functions for those
aggregation strategies that are not affected by the confidences of



IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 23, NO. 5, OCTOBER 2015

1574

691 991 991 €91 191 8GTI CTLII LTII TL'6 SS8 GSSI 981 €81 ¥81 6L1 O9LT <TE8L TY9L 6091 9TVl €O€l S¥S LVY'T vve vve 8¢C +veT 0€9v [II'Iy  SI'0F OL'SE L9'TE DAV
P81 OL'T LLT €L'T ¥91T  8I'8 60L SL9 686 ISS St 681 ¥8T1 I8T 891 991 9¢¢l ICO0I LOOI S€6 SS8 Ol 68T T8T 18T vL'CT ¥9CT €LLS €6y LvLy 091y €SS ok
€L 80T LOT 80T OI'T L9V LOY 96'¢ OFE €6¢ € ¥ST ¥ST 6v'T 9Y'T  I€T TL 60L 869 9LS 16C € 0T TO'T LT 18T LST 0011 €10l L86 OV8 €18 urm
¥0CT TOT 66'T 981 6LT 6€L ¢€FL 169 1SS 0SS €S 90T €0CT €0CT 16T €6'1 S8LI STEl CTLEl 00€l 0CCTI I L6T 96C S6'T 16T L8T €I'CIl LOP8 €€T8 OCTLL €SIL MOA
86°C LST TST €T vI'C 886T 8I'LT LY¥YCT T0°LI 61°¢l 9 89T 09T 09T 0ST PET 86'0S €86E S8SE 06SC T80T ¥ TOT €6'C ¥6'C 88T 99T €€T6 LTSL €£€99 €€TS L8V e
TOT SLT €8T SL'T 6L1T 0TS 08¥% 9L'S 1I'c  L8T €  S€T TTT ¥ST TLT 8LT 8¢ €€¢ IL¢ 8CE 8LE € S871 08T T6'T T6T €I'T L8S 09¢ €6 LI9E €SP A
8G'C 8SC 95T S¥T ¥E€T 9’6l IL8I 8S'LI LTIT 8I'VI € 65T LST 95T 6£TC 9TT €S1T 090C 9561 08LI OFV9T € 9LCT LL'T 8L'T €9C +ST €68C ¢€£8C 088C L¥'LT 0V0C o)
ITT $T1 6Tl vE€1 TPl 61I'C 6TC 8TT 9I'C LTT O €TT €€1 8¢1T OF'1 8T 9¢c 68T ¥8T LET 6T¢ S 691 €0T 00T T8T L8 €L9  LT9  L89 E€I'S  LOL nys
YT OFT OF'T I€T €61 869 ¥C9 119 197 66¢ 1T 68T 681 ¥81 $L'T TLT LOST 9L%T 90%T OI'TT €601 L LL'T 8L'T LLT ILT 99T €L69 ¢€I'19 LOT9 €I'vy 09'1% os
LTT €T ¥I'T €1 $€T  60v vL'E 8YE LET 861 1T TST IST vST €91 €1 €06 THFL I€L L6E $6'€ L L8T €8°C €8°C €8T 99T LOIE OV'ST 08¢€C L8LI LTLI jes
6¢°1 SE'1 vel 1T LTT  06% 16% Tov 1LY 99% Sv 66’1 00C 661 L8T 98T S8ECLL SHLL €891 ILCI 8SST Ol T6T T6CT 06T S8C 08T 00¢€0l OCTIOl €566 LPT8 OF'8L uad
IP'T I€T 6TT €T ¥E€1  9I't 68C L6C ¥6C 60¢ O +¥LT 8LT OL'T SLT 08T 656 966 S¥S €0S 1T¢S § TET 8TT LI'T €¥T €¥T LT¥I 00€l OTEl 08¢l LTEL Sed
€T OI'l ¥I'T 6I'l 0TI 09v T8E 96€¢ +¥9¢ THre € 9T I€T 9¢T 0T TFIT 09L 609 €L9 €I'9 8LS € 891 ¥vS'T €L'T #ST €91 0C0I L86 000l 006 000I MU
8C'l 0Tl €T OI'T LOT IS'€ 6Tt 68C 09C 09T € W1 YTT STT IT'T ¥I'T €19 09°C TFS 8V 6TV € 0LT 9¢T ov'L OI't OI'T  OFL 08S 08¢ ¢€I'v 0CTY o
9T ¥9°T ¥9'T 99T 99T 006 606 8I'6 €€6 €£€6 € 697 OLT ILT 69T 691 8LYI vTSI €SI L8FI L&Y € T1I'C 80C CTI'C 80C 80T €€LI OCTLT L88I €€81 €£8I Key
orr €rr vI't St vI'r 9L’e 0S’€ 9v'c 68T 68T [T SLT ILT 691 €91 091 <TO0l 798 +¥I'8 9I'L 989 L SL'T LLT 6LCT OL'T 9ST LOLE €6'6T O0OV'6C LTST €£STC e[3
W eVl Tl el ¥E1 SS¥  SLY S9F 90 00% 8T  8L'T 9L'T TLT 09T LST ¥9'0I 100I 696 <TE6 66L 8 9LT OLT S9T 95T <S¥T OFI¥y L81F €8¢ LO9E €L0E 0%
L8T €8T 18T €L'T S9T 6988 TO6GL €I'9L L9V9 08°6F € ¥LT ILT OLT 6SCT 1ST 0868 LOLL 6V'EL 9619 L88y € 6T 06C 98°C 6LTCT 89T €€TCl L9LOT L990T 0O¥'T6 0919 uod
€6°C ¥ST ¥ST ov'T SST TOovl P8VI voEl evel 6S€l 0l TPT TPT €FT 8T 9¢T 95°0T €861 1661 I¥81 OVLI S TO6T 68C 88T 06T 06T 0069 €I'€9 0TS9 0¥09 LTTY EIE)
IST 16T IST IST IST 6TTC CTTT £S1C 0TIT 8661 € oV 87T 6F'T 0ST 0ST €S¥E 009¢ ¥9'SE ¥8LE T99¢ € 8T I8T1 I8T #81T €8T €665 €S5SS €6vS €609 L9 1eq
65T LST vST 6ST 19T TS¥ 9S¥ 8S¥ ¥9+v 89% SI 66’1 90C COC CTOCT €0CT T8I 6STII OI'IT €€Il OFIT 9 08T OLT L9T 99T L9T 091¢ €6€€ €€ee Lyee L99¢ e
NIS WO WWH NIN dOdd NIS WD WH NIN dOdd Og# NIS WO WH NIN dOdd NIS WO WWH NIN dOodd Dg# NIS WD WWH NIN dOdd NIS WO WH NIN dOdd mserq
sjuopadAuUE “FAR so[ni "SAy SJUOPAdAUE TAY sa[nI ‘SAy SJUOPAOAUE “FAY so[ni "SAy
OAO VAO AH-DYVA

ANO-SASYIA-ANQ ANV “TTV-SASYIA-ANO ‘AH-DYVA NI SHINY ANV SHINFAHOHINY J0 YHINON FOVIHAY

IIA 91dVL



ELKANO et al.: ENHANCING MULTICLASS CLASSIFICATION IN FARC-HD FUZZY CLASSIFIER: ON THE SYNERGY

1575

TABLE VIII
AVERAGE EXECUTION TIMES OF FUZZY ASSOCIATION RULE-BASED CLASSIFICATION MODEL FOR HIGH-DIMENSIONAL PROBLEMS, ONE-VERSUS-ALL, AND
ONE-VERSUS-ONE. (MM:SS.MS)

FARC-HD OVA OVO

Dataset PROD MIN HM GM SIN #BC  PROD MIN HM GM SIN #BC  PROD MIN HM GM SIN

aut 01:429 03:48.3 03:28.7 04:26.8 06:21.8 6 04:11.6  05:06.8 04:04.5 05:33.4 07:52.3 15 10:39.1  06:51.6 08:43.8 07:19.5 07:01.5
bal 00:22.9 00:32.0 00:23.3 03:13.5 04:15.2 3 01:23.4 01:16.3 00:54.0 02:59.3 04:29.9 3 00:39.6  01:03.2 01:14.2 02:21.1  02:33.7
cle 00:52.3  01:22.8 01:03.9 01:41.9 02:44.4 5 01:54.7 01:489 01:37.5 02:37.6 03:59.5 10 02:50.9 02:51.3  03:21.4 03:53.4 03:27.8
con 01:29.5 03:53.9 02:32.4 17:26.7 25:50.9 3 05:43.5 08:52.7 06:17.4 18:20.5 27:14.7 3 04:254  06:38.5 05:33.8 14:18.8 18:03.3
eco 00:17.9 00:38.0 00:27.5 00:58.9 01:29.3 8 00:47.0 00:52.3 00:48.9 02:02.3 02:48.9 28 02:00.4 02:37.3  03:21.4 04:03.9 02:17.3
gla 00:27.0  00:55.2 00:43.5 01:02.5 01:27.7 7 00:39.6  00:41.2 00:56.0 01:10.1 01:48.3 21 01:30.4 01:37.4 02:38.9 03:20.3 02:47.9
hay 00:04.3 00:06.3 00:04.3 00:10.3 00:15.0 3 00:13.7 00:12.1  00:09.7 00:25.2  00:34.7 3 00:12.0  00:19.4 00:44.0 01:124 00:22.8
iri 00:01.5 00:02.5 00:02.8 00:07.1 00:10.7 3 00:04.5 00:06.0 00:04.7 00:11.7 00:18.3 3 00:07.1  00:17.5 00:35.3 00:46.1 00:14.9
new 00:02.6  00:04.0 00:04.3 00:14.2 00:18.4 3 00:07.4  00:08.4 00:09.4 00:18.8 00:25.6 3 00:14.6  00:17.6  00:47.7 01:02.3  00:25.3
pag 00:13.6  00:22.9 00:20.2 00:30.6 01:01.2 5 00:42.0 01:11.2 00:41.4 01:15.4  02:06.2 10 01:01.6  01:19.0 01:58.0 02:26.8 01:48.8
pen 03:34.5 08:00.9 05:22.8 12:199 14:142 10 10:359 15:029 10:15.3 17:08.7 22:39.9 45 13:143  18:07.2 23:52.6 31:26.8 44:06.7
sat 08:53.4 16:34.4 15:38.5 20:162 22:58.6 7 07:25.6  09:28.7 08:57.3 14:09.8 17:56.2 21 17:253  23:37.5 20:10.7 35:55.2 28:34.4
seg 02:31.4  05:44.2  06:04.3 10:49.3 19:15.4 7 09:33.9 11:04.6 10:54.5 19:11.4 24:57.5 21 11:05.8  14:59.9 14:43.6 21:20.6 26:09.2
shu 00:17.4  00:36.2 00:34.7 01:05.6 01:33.9 5 01:28.5 01:26.6 01:154 02:352 04:15.8 10 01:19.7 02:30.3  02:52.6  03:39.9 03:56.3
tae 00:05.3 00:10.8 00:10.9 00:31.8 00:39.3 3 00:18.5 00:124 00:22.5 00:35.8 00:52.9 3 00:16.9 00:26.3 00:42.2 01:20.6  00:42.1
thy 00:11.7 00:28.9 00:23.8 00:50.2  00:55.8 3 00:50.2  00:55.6 00:50.2 01:04.5 01:39.8 3 01:08.7 01:03.5 01:24.7 01:51.0 01:10.3
veh 01:30.5 04:18.9 04:22.5 06:53.2 12:07.2 4 05:24.6  09:544 07:40.6 13:41.0 20:09.3 6 04:03.8 05:44.4 08:43.2 11:04.1 13:36.5
vow 02:50.0 06:07.2 05:17.4 07:10.5 11:08.3 11 06:41.7 07:33.2 07:249 11:46.4 19:50.3 55 40:17.3  27:25.8 38:41.0 35:54.1 00:36.8
win 00:09.6  00:33.7 00:34.1 00:49.3 01:05.0 3 00:32.0 00:39.7 01:04.2 01:09.5 01:57.8 3 00:23.5 01:02.6  00:41.0 01:30.5 00:52.7
yea 00:46.4 01:57.3 01:54.8 05:00.2 06:58.4 10  04:33.3 05:42.8 05:03.4 10:004 15:58.7 45 07:00.9 10:13.3 08:31.3 14:28.6 14:51.3
AVG. 01:19.2  02:48.9 02:28.6 04:46.9 06:44.5 545 03:09.5 04:06.7 03:28.5 06:18.8 09:05.8 15.55 05:59.8 06:27.1 07:28.8 09:57.8 11:40.9

FARC-HD in the case of OVO (ND and VOTE), whereas those
being affected (LVPC, WV) are shown in Table IV, together
with our proposed solution (WinWV).

1) Analysis of the System’s Performance: As we can observe
in Tables III and IV, in the case of the original FARC-HD, the
replacement of the product by an overlap function does not seem
to produce an improvement in the results. However, in the case of
OVA and OVO models, we find that the greater overlap function
we use, the better results we obtain in general (although the GM
does not improve the results of the HM, due to the fact that they
exhibit a similar behavior). The exception to this situation is the
usage of the greatest overlap function considered in this paper
(SIN). This could be due to the fact that this function returns
aggregated values that can be greater than the input ones,

which is not a desirable behavior in an inference system be-
cause part of the discrimination power is lost. Therefore, we can
observe that there is a limit beyond which an overlap function
might be too great to obtain good results. Anyway, no meaning-
ful conclusions can be extracted without carrying out the proper
statistical analysis.

In order to detect significant differences among the results
of each overlap function used throughout the experiments, we
carry out the aligned Friedman test and the Holm posthoc test,
whose results are shown in Table V. These results are grouped
in columns according to the method used to perform the com-
parison and in rows according to the overlap function used to
compute the association degree (which is the subject of the
study). The first column corresponds to the different overlap
functions over the original FARC-HD, while in the second one
OVA model is considered. The rest of the columns correspond
to the different OVO aggregation strategies considered in this

paper (LVPC, ND, VOTE, WV, and WinWV). The value of
each cell corresponds to the rank obtained with the Aligned
Friedman test that compares the different overlap functions for
each method (that is, a Aligned Friedman test is carried out
for each group of methods in a column). The value shown in
brackets corresponds to the adjusted p-value obtained by the
Holm posthoc test using as control method the one achieving the
smallest rank in the same column, which is shown in bold-face.
The adjusted p-value is underlined when there are statistical
differences (av = 0.1 considering the ratio between datasets and
algorithms).

As it can be observed in the first column of Table V, in the
original FARC-HD the best aggregation method is the product,
although there are no statistical differences among the five ag-
gregations. However, in OVA and OVO models, we can observe
that the greater the overlap function we use, the better the re-
sults we obtain (although the GM is greater than the HM, both
of them have a similar behavior), except in the case of the SIN,
due to the fact that it can give as output a value, which is greater
than all the input values, which seems to distort the aggregation
process in the OVA and OVO strategies.

Hence, the best method to compute the association degree for
OVA and OVO in almost all cases are those obtaining the highest
aggregated values preserving the idempotence (although the ge-
ometric and harmonic means return similar values, the latter one
tends to obtain better results, but without statistical differences).
The exception to this situation is when we use LVPC and WV
strategies, since they are severely affected by the poor quality
of the confidences of the nonpredicted classes, which is accen-
tuated in LVPC due to the difficulty in modeling the conflict
and ignorance terms (as we have mentioned in Section III-D).
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However, we must recall that removing these terms the origi-
nal WV is recovered. On this account, we only focus on WV
strategy.

For the sake of solving the problem of the WV with the
confidences, we propose a new aggregation strategy for OVO
(WinWV), which considers only the confidences of the predicted
classes. This way, we want to study whether our proposal allows
us to improve the results of the WV when using FARC-HD and
OVO. In the results presented in Table III, we can observe that
the results obtained by WV are different from those obtained
by the remainder OVO aggregations (except for LVPC which
suffers the same problem), in the sense that using overlap func-
tion has no effect on the results. Focusing on the differences
between WV and WinWV, we can observe that the usage of
WinWV allows us to enhance the results of WV.

In order to support this finding, we have carried out a number
of pairwise comparisons using the Wilcoxon signed-ranks test,
where we confront the original WV method against the pro-
posed modification for each overlap function considered in this
study. Table VI shows the results of these comparisons, where
R+ and R— indicate the ranks obtained by WV and WinWV,
respectively. As we can observe, the new aggregation strategy
statistically outperforms the original WV method with all over-
lap functions.

2) Analyzing the Effect of the Usage of n-Dimensional Over-
lap Functions in the Rule Base Size and the Training Time: In
addition to the performance of the different overlap functions,
we want to study the impact of these functions in the size of the
RB and in the time needed for its construction. Table VII shows
the average number of rules and antecedents by rule obtained
when the considered overlap functions are used in FARC-HD
(without decomposition strategies) and in OVA and OVO mod-
els, as well as the number of base classifiers (#BC) employed
in OVA and OVO for each dataset. As it can be appreciated
in Table VII, the usage of a greater overlap function implies a
growing trend of the number of rules and a higher complexity
of those rules (more antecedents). Thus, there is a relationship
between the value returned by the overlap function and the size
of the RB (the greater the overlap function the larger the RB). It
is also interesting to note that the execution times of the methods
with the different overlap functions (shown in Table VIII) fol-
lows the same trend (the construction of the RB is only shown
since the computational time required by the

different aggregations in OVO is negligible). The reason is
that the use of greater overlap functions implies that the aggre-
gation of the matching degrees returns higher values and, thus,
a higher number of rules and antecedents is needed in order
to maintain or improve the discrimination capability (therefore
affecting the computational time needed). Moreover, due to the
fact that we focus on overlap functions that are independent of
the number of antecedents of the rule, the penalization of those
rules with more antecedents is minimized. As a consequence,
more rules with larger number of antecedents can be learned,
which better describe the examples. Table VII confirms this sit-
uation, where we can find that the average number of rules of
the product is the lowest one among the five overlap functions
and increases when considering a greater overlap function.
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TABLE IX
ALIGNED FRIEDMAN AND HOLM TESTS TO COMPARE THE DIFFERENT
AGGREGATIONS IN OVO

Algorithm Rank APV
ovoy Qe 32.30

OVORY, 35.10  1.000
OVOYnWY 3655  1.000
ovolly 69.47  0.002
OVOLyFe 79.08  0.000

In Table VII, we observe that the average number of rules
obtained in OVA and OVO is lower than that obtained in FARC-
HD. The reason is that we consider the average of all base
classifiers and since they solve binary problems, the definition
of the decision boundary in each binary problem is simpler than
in the original multiclass problem, which implies that fewer
rules are needed in each base classifier. We can also observe
that in the case of OVO, the number of rules generated by the
base classifiers is lower than in OVA, since the binaries problems
solved in OVO are simpler. In the same way, the rules generated
in OVA and OVO are simpler than those generated in the original
FARC-HD algorithm (at the same time the rules generated in
OVO are simpler than in OVA, for the reason explained before),
but obviously, we have more classifiers in the case of OVA and
OVO.

B. Studying the Usefulness of Decomposition Strategies for
Fuzzy Association Rule-Based Classification Model for
High-Dimensional Problems

In this section, we want to check whether our new model
improves the performance of the original FARC-HD algorithm
when addressing multiclass classification problems. We have
shown that the harmonic mean is the overlap function that ob-
tains the best results when using OVO and OVA. Thus, before
performing a comparison with FARC-HD, we analyze which
aggregation strategy for OVO obtains better performance using
the harmonic mean. As we can observe in the results provided
by the Aligned Friedman test in Table IX, there are no statistical
differences among ND, VOTE, and WinW'V (as usually occurs
among OVO aggregations [9]). For this reason, we will con-
sider the aggregation strategy that obtains the highest accuracy
according to Tables IIT and IV and the lowest ranks according
to Table IX (VOTE).

In order to check whether there are statistical differences
among OVA, OVO, and the original FARC-HD, we show the
results of the Aligned Friedman test in Table X. It can be ob-
served that OVO model statistically outperforms the original
FARC-HD algorithm and obtains better results than the OVA
model, which is in accordance with the findings using other
classifiers [9].

C. Analyzing the Quality of FARC-HD_OVO Versus
State-of-the-Art Fuzzy Classifiers

This section analyzes the performance of our model against
three recognized state-of-the-art fuzzy classifiers, i.e., the
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TABLE X
ALIGNED FRIEDMAN AND HOLM TESTS TO COMPARE ONE-VERSUS-ALL,
ONE-VERSUS-ONE, AND FUZZY ASSOCIATION RULE-BASED CLASSIFICATION
MODEL FOR HIGH-DIMENSIONAL PROBLEMS

Algorithm Rank APV

ovoy e 20.23

OVAnm 31.55  0.040

FARC-HD  39.73  0.001
TABLE XI

ACCURACY RATE OBTAINED IN TEST BY THE STATE-OF-THE-ART FUzzYy
CLASSIFIERS AND THE MOST ACCURATE METHOD OF OUR MODEL BASED
ON FARC-HD Fuzzy CLASSIFIER

Dataset PTTD FURIA IVTURSparcup ~ FARC-HD_OVOyT®
aut 75.0746.06  75.6644.79 77.07+9.11 80.99+7.33
bal 89.28+1.36  83.1442.17 85.75+1.92 85.6943.07
cle 59.96+4.36  55.11+1.35 57.474+3.23 57.74+5.31
con 54.17+£1.47  55.37+2.06 54.47+1.44 55.1542.31
eco 82314593  82.96+5.01 81.34+7.33 83.20+5.60
gla 63.6946.61  72.05+5.72 69.124+6.17 70.1844.11
hay 84.12+4.00  79.65+5.70 75.46+8.63 81.1945.98
iri 96.67+2.36  94.2243.44 95.7842.95 95.33+3.52
new 96.7442.08  94.8843.31 94.26£1.73 96.28-+2.61
pag 95.26+0.75  96.50+1.77 94.9642.10 96.43+1.49
pen 92474236 91.07+1.67 92.224+2.48 94.22+2.49
sat 86.48+2.80  83.09+4.47 75.4043.03 84.05+3.26
seg 93.1240.89  97.27+0.81 90.5640.91 94.99+1.30
shu 08.484+0.48  99.68-+0.24 91.88+1.48 99.59+0.22
tae 53.55+£8.63  44.51+5.72 54.83+7.80 60.55--8.94
tyr 96.534+0.98  98.37+1.73 93.85+0.64 92.5140.64
veh 71.2743.05  71.91+1.73 67.34+2.24 71.9043.05
vow 75.96+£2.54  82.36+2.97 65.99+2.14 90.71+1.14
win 97.20+1.91  94.7942.01 95.18+3.03 94.55+3.55
yea 58434343  58.36+2.51 56.434+2.41 59.99+3.33
AVG 81.0443.10  80.55+2.96 78.47+3.54 82.26+3.46

IVTURSgarc-Hp algorithm [25] by Sanz et al., the FURIA al-
gorithm [24] by Hiihn and Hillermeier, and the PTTD method
[26] by Senge and Hiillermeier. The results in testing of these
three algorithms along with those obtained by OVO} (™ (de-
noted as FARC-HD_OVOy;{;"F) are shown in Table XI, where
the best of the results obtained in each dataset is highlighted in
bold-face.

From the results presented in Table XI, we must highlight the
notable performance improvement of our proposal respect to
IVTURSEgarc.1p, FURIA, and PTTD, improving their average
performances by 3.79%, 1.71%, and 1.22%, respectively. How-
ever, we must contrast these results with the proper statistical
analysis.

In order to compare these methods, we have applied the
Aligned Friedman test. The rankings of the different methods
computed using this test are shown in Fig. 3. The p-value ob-
tained is 0.001, which implies the existence of significant dif-
ferences among the four methods.

We now apply the Holm post hoc test to compare the best
ranking method (FARC-HD_OVOY{™®) with the remaining
methods. Table XII shows the results obtained by this test, in-
dicating whether the hypothesis of equivalence is rejected by
our proposal and the computed p-value (APV). According to

1577

80

60 57.60

40.65
35.90
40 27.85

20
0 r

IVTURSArcatin FURIA PTTD FARC-HD_OVOy,,OT®

Aligned-ranks

Fig. 3.
proposal.

Rankings of the state-of-the-art fuzzy classifiers along with our

TABLE XII
ALIGNED FRIEDMAN AND HOLM TESTS TO COMPARE OUR PROPOSAL
(FARC-HD_OVOYOTE) with RESPECT T0 IVTURSEARC.HD» FURIA,

AND PTTD
Algorithm Rank APV Hypothesis
FARC-HD_OVOYQ™®  27.85
PTTD 3590 0273 Not Rejected
FURIA 40.65 0.163 Not Rejected
IVTURSEARC-HD 57.60  0.001  Rej. FARC-HD_OVOy; ?IT £ 95%

Table XII, the hypothesis of equivalence is rejected in the case
of IVTURSgarc-gp With a high level of confidence. Regarding
FURIA and PTTD, although the hypothesis is not rejected, the
APV values are low, which denotes that the behavior of our
proposal is very competitive against these state-of-the-art fuzzy
classifiers.

VI. CONCLUDING REMARKS

In this paper, we have combined the FARC-HD algorithm
and OVO and OVA decomposition strategies to improve its per-
formance in multiclass classification problems. We have shown
that the confidences returned by FARC-HD may adversely af-
fect the aggregation phase in these decomposition strategies and
thus, the final prediction.

In order to minimize this negative effect, we have defined
the concept of n-dimensional overlap functions and we have
replaced the product -norm by these functions in the inference
system. Additionally, we have proposed a new aggregation strat-
egy for OVO called WinW'V, which solves the problems of the
WYV with the confidences of FARC-HD.

These adaptations have allowed us to show the importance of
the inference process when OVO and OVA models are consid-
ered, since the confidence values are used beyond the FARC-HD
classification. We have shown that the overlap functions that ob-
tain the best results are those which return values with a higher
variation and preserve the idempotence. Furthermore, we have
observed that there is a relationship between the used overlap
functions and the RB size, as well as the computational time
spent in its learning. In addition, we have found that the usage
of decomposition strategies is suitable for the FARC-HD clas-
sifier, but this synergy is better when the inference process is
adapted appropriately and the best results are obtained with OVO
scheme, which is in accordance with previous works. More-
over, the experimental study shows that our model obtains com-
petitive results in comparison with three state-of-the-art fuzzy
classifiers.
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In the future, several works remain to be addressed. Among
them, the problem of noncompetent classifiers [19] must be
taken into account when using the OVO model. On the other
hand, a more in-depth study of how these type of synergies
affect the interpretability of the model should be carried out.
Furthermore, our proposal might be adapted to different fuzzy
classifiers in order to generalize the effect of the usage of over-
lap functions in the inference process when combining fuzzy
classifiers and decomposition strategies. Finally, the compari-
son and combination between decomposition-based techniques
and preprocessing-based fuzzy ensembles such as bagging [44]
could be studied, but in this case, only focusing on improving
the classification performance using fuzzy techniques.

(1]

(2]

[3]

[4]

(51

(6]

(71

(8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

REFERENCES

H. Ishibuchi, T. Nakashima, and M. Nii, Classification and Modeling
With Linguistic Information Granules: Advanced Approaches to Linguistic
Data Mining. New York, NY, USA: Springer-Verlag, 2004.

F. Chdvez, F. Fernandez, R. Alcald, J. Alcald-Fdez, G. Olague, and
F. Herrera, ” Hybrid laser pointer detection algorithm based on template
matching and fuzzy rule-based systems for domotic control in real home
enviroments,” Appl. Intell., vol. 36, no. 2, pp. 407-423, 2012.

C. Tsang, S. Kwong, and H. Wang, “Genetic-fuzzy rule mining approach
and evaluation of feature selection techniques for anomaly intrusion de-
tection,” Pattern Recog., vol. 40, no. 9, pp. 2373-2391, 2007.

T. Nakashima, G. Schaefer, and Y. Yokota, “A weighted fuzzy classifier
and its application to image processing tasks,” Fuzzy Sets Syst., vol. 158,
no. 3, pp. 284-294, 2007.

J. Sanz, M. Galar, A. Jurio, A. Brugos, M. Pagola, and H. Bustince,
“Medical diagnosis of cardiovascular diseases using an interval-valued
fuzzy rule-based classification system,” Appl. Soft Comput. J., vol. 20,
pp. 103-111, 2014.

M. Galar, J. Sanz, M. Pagola, H. Bustince, and F. Herrera, “A preliminary
study on fingerprint classification using fuzzy rule-based classification
systems,” in Proc. IEEE Int. Conf. Fuzzy Syst., 2014, pp. 554-560.

X.-X. Niu and C. Y. Suen, “A novel hybrid CNN-SVM classifier
for recognizing handwritten digits,” Pattern Recog., vol. 45, no. 4,
pp. 1318-1325,2012.

V. Bolén-Canedo, N. S.-M. No, and A. Alonso-Betanzos, “An ensemble
of filters and classifiers for microarray data classification,” Pattern Recog.,
vol. 45, no. 1, pp. 531-539, 2012.

M. Galar, A. Fernandez, E. Barrenechea, H. Bustince, and F. Herrera, “An
overview of ensemble methods for binary classifiers in multi-class prob-
lems: Experimental study on one-versus-one and one-versus-all schemes,”
Pattern Recog., vol. 44, no. 8, pp. 1761-1776, 2011.

A. Lorena, A. Carvalho, and J. Gama, “A review on the combination
of binary classifiers in multiclass problems,” Artif. Intell. Rev., vol. 30,
no. 1-4, pp. 19-37, 2008.

E. L. Allwein, R. E. Schapire, and Y. Singer, “Reducing multiclass to
binary: A unifying approach for margin classifiers,” J. Mach. Learning
Res., vol. 1, pp. 113-141, 2000.

J. Alcald-Fdez, R. Alcald, and F. Herrera, “A fuzzy association rule-
based classification model for high-dimensional problems with genetic
rule selection and lateral tuning,” IEEE Trans. Fuzzy Syst., vol. 19, no. 5,
pp. 857-872, Oct. 2011.

J. Furnkranz, “Round robin classification,” J. Mach. Learning Res.,
vol. 2, pp. 721-747, 2002.

J. Furnkranz, “Round robin ensembles,” Intell. Data Anal., vol. 7, no. 5,
pp. 385403, 2003.

J. A. Séez, M. Galar, J. Luengo, and F. Herrera, “Analyzing the pres-
ence of noise in multi-class problems: alleviating its influence with the
one-versus-one decomposition,” Knowledge Inform. Syst., vol. 38, no. 1,
pp. 179-206, 2014.

M. Galar, A. Ferndndez, E. Barrenechea, and F. Herrera, “Empowering
difficult classes with a similarity-based aggregation in multi-class classi-
fication problems,” Inform. Sci., vol. 264, pp. 135-157, 2014.

O. Cordén, M. J. del Jesus, and F. Herrera, “A proposal on reasoning
methods in fuzzy rule-based classification systems,” Int. J. Approximate
Reasoning, vol. 20, no. 1, pp. 21-45, 1999.

IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 23, NO. 5, OCTOBER 2015

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

E. Hillermeier and S. Vanderlooy, “Combining predictions in pairwise
classification: An optimal adaptive voting strategy and its relation to
weighted voting,” Pattern Recog., vol. 43, no. 1, pp. 128-142, 2010.

M. Galar, A. Fernandez, E. Barrenechea, H. Bustince, and F. Herrera,
“Dynamic classifier selection for one-versus-one strategy: Avoiding non-
competent classifiers,” Pattern Recog., vol. 46, no. 12, pp. 3412-3424,
2013.

H. Bustince, J. Fernandez, R. Mesiar, J. Montero, and R. Orduna, “Overlap
functions,” Nonlinear Anal.: Theory, Methods Appl., vol. 72, no. 3-4,
pp. 1488-1499, 2010.

J. Alcala-Fdez, A. Fernandez, J. Luengo, J. Derrac, S. Garcia, L. Sanchez,
and F. Herrera, “KEEL data-mining software tool: Data set reposi-
tory, integration of algorithms and experimental analysis framework,”
J. Multiple-Valued Logic Soft Comput., vol. 17, vol. 2/3, pp. 255-287,
2011.

S. Garcia, A. Fernandez, J. Luengo, and F. Herrera, “A study of statis-
tical techniques and performance measures for genetics-based machine
learning: Accuracy and interpretability,” Soft Comput., vol. 13, no. 10,
pp. 959-977, 2009.

S. Garcia, A. Fernandez, J. Luengo, and F. Herrera, “Advanced non-
parametric tests for multiple comparisons in the design of experiments
in computational intelligence and data mining: Experimental analysis of
power,” Inform. Sci., vol. 180, no. 10, pp. 2044-2064, 2010.

J. Hiihn and E. Hiillermeier, “FURIA: An algorithm for unordered fuzzy
rule induction,” Data Mining Knowledge Discovery, vol. 19, no. 3,
pp. 293-319, 2009.

J. Sanz, A. Fernandez, H. Bustince, and F. Herrera, “IVTURS: A linguistic
fuzzy rule-based classification system based on a new interval-valued
fuzzy reasoning method with tuning and rule selection,” IEEE Trans.
Fuzzy Syst., vol. 21, no. 3, pp. 399411, Jun. 2013.

R. Senge and E. Hiillermeier, “Top-down induction of fuzzy pattern trees,”
IEEE Trans. Fuzzy Syst., vol. 19, no. 2, pp. 241-252, Apr. 2011.

H. Ishibuchi and T. Yamamoto, “Rule weight specification in fuzzy rule-
based classification systems,” IEEE Trans. Fuzzy Syst., vol. 13, no. 4,
pp. 428-435, Aug. 2005.

R. Agrawal and R. Srikant, “Fast algorithms for mining association rules,”
in Proc. Int. Conf. Very Large Data Bases, Santiago de Chile, Chile,
Sep. 1994, pp. 487-499.

B. Kavsek and N. Lavrac, “Apriori-sd: Adapting association rule learning
to subgroup discovery,” Appl. Artif. Intell., vol. 20, no. 7, pp. 543-583,
2006.

R. Alcald, J. Alcald-Fdez, and F. Herrera, “A proposal for the ge-
netic lateral tuning of linguistic fuzzy systems and its interaction with
rule selection,” IEEE Trans. Fuzzy Syst., vol. 15, no. 4, pp. 616-635,
Aug. 2007.

J. Friedman, (1996). “Another approach to polychotomous classifica-
tion,” Dept. Statist., Stanford Univ., Tech. Rep., 1996. [Online]. Available:
http://www-stat.stanford.edu/ jhf/ftp/poly.ps.Z

A. Fernandez, M. Calderén, E. Barrenechea, H. Bustince, and F. Herrera,
“Solving mult-class problems with linguistic fuzzy rule based classifica-
tion systems based on pairwise learning and preference relations,” Fuzzy
Sets Syst., vol. 161, no. 23, pp. 3064-3080, 2010.

E. Hiillermeier and K. Brinker, “Learning valued preference structures
for solving classification problems,” Fuzzy Sets Syst., vol. 159, no. 18,
pp. 2337-2352, 2008.

J. C. Huhn and E. Hullermeier, “FR3: A fuzzy rule learner for inducing
reliable classifiers,” IEEE Trans. Fuzzy Syst., vol. 17, no. 1, pp. 138-149,
Feb. 2009.

L. I. Kuncheva, Combining Pattern Classifiers: Methods and Algorithms.
New York, NY, USA: Wiley-Interscience, 2004.

M. Wozniak, M. Graiia, and E. Corchado, “A survey of multiple classifier
systems as hybrid systems,” Inform. Fusion, vol. 16, pp. 3—17, 2014.

L. I. Kuncheva, “Diversity in multiple classifier systems,” Inform. Fusion,
vol. 6, no. 1, pp. 3—4, 2005.

L. Breiman, “Bagging predictors,” Mach. Learning, vol. 24, pp. 123-140,
1996.

R. E. Schapire, “The strength of weak learnability,” Mach. Learning,
vol. 5, pp. 197-227, 1990.

Y. Freund and R. E. Schapire, “A decision-theoretic generalization of
on-line learning and an application to boosting,” J. Comput. Syst. Sci.,
vol. 55, no. 1, pp. 119-139, 1997.

H. Ishibuchi and Y. Nojima, “Fuzzy ensemble design through multi-
objective fuzzy rule selection,” in Multi-Objective Machine Learning,
(Studies in Computational Intelligence), Y. Jin, Ed., Berlin, Germany :
Springer, 2006, vol. 16, pp. 507-530.



ELKANO et al.: ENHANCING MULTICLASS CLASSIFICATION IN FARC-HD FUZZY CLASSIFIER: ON THE SYNERGY 1579

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

(53]

[54]

[55]

[56]

[571

(58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

P. Bonissone, J. M. Cadenas, M. C. Garrido, and R. A. Diaz-Valladares,
“A fuzzy random forest,” Int. J. Approximate Reasoning, vol. 51, no. 7,
pp. 729-747, 2010.

K. Trawinski, O. Cordén, and A. Quirin, “On designing fuzzy rule-based
multiclassification systems by combining FURIA with bagging and feature
selection,” Int. J. Uncertainty, Fuzziness Knowledge-Based Syst., vol. 19,
no. 4, pp. 589-633, 2011.

K. Trawinski, O. Cordon, L. Sanchez, and A. Quirin, “A genetic fuzzy
linguistic combination method for fuzzy rule-based multiclassifiers,” IEEE
Trans. Fuzzy Syst., vol. 21, no. 5, pp. 950-965, Oct. 2013.

J. M. Cadenas, M. C. Garrido, R. Martinez, and P. P. Bonissone, “Ex-
tending information processing in a fuzzy random forest ensemble,” Soft
Comput., vol. 16, no. 5, pp. 845-861, 2012.

A. M. Palacios, L. Sdnchez, and I. Couso, “Boosting of fuzzy rules with
low quality data,” J. Multiple-Valued Logic Soft Comput., vol. 19, no. 5-6,
pp. 591-619, 2012.

K. Trawinski, O. Cordén, and A. Quirin, “A study on the use of multiob-
jective genetic algorithms for classifier selection in FURIA-based fuzzy
multiclassifiers,” Int. J. Comput. Intell. Syst., vol. 5, no. 2, pp. 231-253,
2012.

B. Soua, A. Borgi, and M. Tagina, “An ensemble method for fuzzy rule-
based classification systems,” Knowledge Inform. Syst., vol. 36, no. 2,
pp. 385-410, 2013.

E. Hillermeier and K. Brinker, “Learning valued preference structures
for solving classification problems,” Fuzzy Sets Syst., vol. 159, no. 18,
pp. 2337-2352, 2008.

H. Ishibuchi, T. Yamamoto, and T. Nakashima, “Hybridization of fuzzy
GBML approaches for pattern classification problems,” IEEE Trans. Syst.,
Man Cybern. B, vol. 35, no. 2, pp. 359-365, Apr. 2005.

A. Gonzadlez and R. Perez, “SLAVE: A genetic learning system based on
an iterative approach,” IEEE Trans. Fuzzy Syst., vol. 7, no. 2, pp. 176191,
Apr. 1999.

Y.-C. Chen, N. R. Pal, and L.-F. Chung, “An integrated mechanism for
feature selection and fuzzy rule extraction for classification,” IEEE Trans.
Fuzzy Syst., vol. 20, no. 4, pp. 683-698, Aug. 2012.

J. Castro-Schez, M. J. M., R. Miguel, and X. Luo, “Knowledge acquisition
based on learning of maximal structure fuzzy rules,” Knowledge-Based
Syst., vol. 44, pp. 112-120, 2013.

A. Acilar and A. Arslan, “A novel approach for designing adaptive fuzzy
classifiers based on the combination of an artificial immune network and
a memetic algorithm,” Inform. Sci., vol. 264, pp. 158-181, 2014.

M. J. Gacto, R. Alcald, and F. Herrera, “Interpretability of linguistic fuzzy
rule-based systems: An overview of interpretability measures,” Inform.
Sci., vol. 181, no. 20, pp. 4340-4360, 2011.

Z.H. Deng, L. B. Cao, Y. Z. Jiang, and S. T. Wang, “Minimax probability
TSK fuzzy system classifier: A more transparent and highly interpretable
classification model,” IEEE Trans. Fuzzy Syst., to be published.

D. Paternain, M. Pagola, J. Fernandez, R. Mesiar, G. Beliakov, and
H. Bustince, “Brain MRI thresholding using incomparability and over-
lap functions,” in Proc. 11th Int. Conf. Intell. Syst. Design Appl., 2011,
pp. 808-812.

A. Jurio, H. Bustince, M. Pagola, A. Pradera, and R. R. Yager, “Some
properties of overlap and grouping functions and their application to image
thresholding,” Fuzzy Sets Syst., vol. 229, pp. 69-90, 2013.

D. Paternain, J. Fernandez, H. Bustince, R. Mesiar, and G. Beliakov,
“Construction of image reduction operators using averaging aggregation
functions,” Fuzzy Sets Syst., to be published.

H. Bustince, M. Pagola, R. Mesiar, E. Hullermeier, and F. Herrera,
“Grouping, overlap, and generalized bientropic functions for fuzzy mod-
eling of pairwise comparisons,” IEEE Trans. Fuzzy Syst., vol. 20, no. 3,
pp. 405-415, Jun. 2012.

G. Beliakov, A. Pradera, and T. Calvo, Aggregation Functions: A Guide
for Practitioners (Studies in Fuzziness and Soft Computing). Berlin, Ger-
many: Springer, 2007, vol. 221.

J. Moreno-Torres, T. Raeder, R. Alaiz-Rodriguez, N. Chawla, and F. Her-
rera, “A unifying view on dataset shift in classification,” Pattern Recog.,
vol. 45, no. 1, pp. 521-530, 2012.

V. Lopez, A. Fernandez, and F. Herrera, “On the importance of the vali-
dation technique for classification with imbalanced datasets: Addressing
covariate shift when data is skewed,” Inform. Sci., vol. 257, pp. 1-13,
2014.

J. Moreno-Torres, J. Saez, and F. Herrera, “Study on the impact of
partition-induced dataset shift on k-fold cross-validation,” IEEE Trans.
Neural Netw. Learning Syst., vol. 23, no. 8, pp. 1304-1312, Aug. 2012.
W. W. Cohen, “Fast effective rule induction,” presented at the 12th Int.
Conf. Mach. Learn., Lake Tahoe, CA, USA, 1995.

[66] J. Cohen, “A coefficient of agreement for nominal scales,” Educational
Psychological Meas., vol. 20, no. 1, pp. 37-46, 1960.

[67] F. Wilcoxon, “Individual comparisons by ranking methods,” Biometrics,
vol. 1, no. 6, pp. 80-83, 1945.

[68] J. L. Hodges and E. L. Lehmann, “Ranks methods for combination of
independent experiments in analysis of variance,” Annu. Math. Statist.,
vol. 33, pp. 482-497, 1962.

[69] S.Holm, “A simple sequentially rejective multiple test procedure,” Scan-
dinavian J. Statist., vol. 6, pp. 65-70, 1979.

Mikel Elkano received the M.Sc. degree in computer
science from the Public University of Navarre, Pam-
plona, Spain, in 2014, where he is currently working
toward the Ph.D. degree.

He received the best Master’s degree final project
in the Artificial Intelligence Summer School 2014,
organized by the Spanish Association for Artificial
Intelligence. His research interests include machine
learning, fuzzy systems, ensemble learning, bioinfor-
matics, and big data.

Mikel Galar received the M.Sc. and Ph.D. de-
grees in computer science from the Public Univer-
sity of Navarre, Pamplona, Spain, in 2009 and 2012,
respectively.

He is currently an Assistant Professor with the
Department of Automatics and Computation, Public
University of Navarre. His research interests include
data-mining, classification, multi-classification, en-
semble learning, evolutionary algorithms, fuzzy sys-
tems, and fingerprint recognition.

José Antonio Sanz received the M.Sc. and Ph.D.
degrees in computer science both form the Public
University of Navarre, Pamplona, Spain, in 2008 and
2011, respectively.

He is currently an Associate Lecturer with the
Department of Automatics and Computation, Public
University of Navarre. He is the author of 15 pub-
lished original articles in international journals and
is involved in teaching artificial intelligence for stu-
dents of computer sciences.

Dr. Sanz received the Best Paper Award in the
FLINS 2012 International Conference and the Pepe Milld Award in 2014. His
research interests include fuzzy techniques for classification problems, interval-
valued fuzzy sets, genetic fuzzy systems, data mining and medical applications
of soft computing techniques. He is a Member of the European Society for
Fuzzy Logic and Technology.

Alberto Fernandez received the M.Sc. and Ph.D.
degrees in computer science from the University
of Granada, Granada, Spain, in 2005 and 2010,
respectively.

He is currently an Assistant Professor with the De-
partment of Computer Science, University of Jaén,
Jaén, Spain. His research interests include data min-
ing, classification in imbalanced domains, fuzzy rule
learning, evolutionary algorithms, multiclassification
problems with ensembles and decomposition tech-
niques, and data science in big data applications.

Dr. Fernandez received the Lofti A. Zadeh Prize of the International Fuzzy
Systems Association for the Best paper in 2009-2010 for his work of hier-
archical fuzzy rule-based classification system with genetic rule selection for
imbalanced datasets, and the 2012 University of Granada Prize for Scientific
Excellence Works in the field of Engineering for the paper “Advanced nonpara-
metric tests for multiple comparisons in the design of experiments in computa-
tional intelligence and data mining.”



1580

Edurne Barrenechea received the M.Sc. degree in
computer science from the Pais Vasco University,
Leioa, Biscay, Spain, in 1990, and the Ph.D. degree in
computer science on the topic interval-valued fuzzy
sets applied to image processing in 2005.

She worked in a private company (Bombas Itur)
as an Analyst Programmer from 1990 to 2001, and
then she joined the Public University of Navarre as an
Associate Lecturer. She is currently an Assistant Lec-
turer with the Department of Automatics and Compu-
tation, Public University of Navarre. Her publications
comprise more than 30 papers in international journals and about 15 book chap-
ters. Her research interests include fuzzy techniques for image processing, fuzzy
sets theory, interval type-2 fuzzy sets theory and applications, decision making,
and medical and industrial applications of soft computing techniques.

Dr. Barrenechea is Member of the board of the European Society for Fuzzy
Logic and Technology.

Francisco Herrera (M’10) received the M.Sc. de-
gree in mathematics in 1988 and the Ph.D. degree
in mathematics in 1991, both from the University of
Granada, Granada, Spain.

He is currently a Professor with the Department
of Computer Science and Artificial Intelligence, the
University of Granada. He has been the Supervisor
of 35 Ph.D. students. He has published more than
290 papers in international journals. He currently an
Editor-in-Chief of the international journals Infor-
mation Fusion (Elsevier) and Progress in Artificial
Intelligence (Springer). He acts as editorial board member of a dozen jour-
nals, among others: International Journal of Computational Intelligence Sys-
tems, IEEE TRANSACTIONS ON Fuzzy SYSTEMS, Information Sciences, Knowl-
edge and Information Systems, Fuzzy Sets and Systems, Applied Intelligence,
Knowledge-Based Systems, Memetic Computation, and Swarm and Evolution-
ary Computation.

Dr. Herrera received the following honors and awards: ECCAI Fellow 2009,
IFSA Fellow 2013, 2010 Spanish National Award on Computer Science AR-
ITMEL to the “Spanish Engineer on Computer Science,” International Cajastur
“Mamdani” Prize for Soft Computing (Fourth Edition, 2010), IEEE TRANSAC-
TIONS ON Fuzzy SYSTEMS Outstanding 2008 and 2012 Paper Award (bestowed
in 2011 and 2015 respectively), 2011 Lotfi A. Zadeh Prize Best paper Award of
the International Fuzzy Systems Association, 2013 AEPIA Award to a scientific
career in Artificial Intelligence (September 2013). His current research interests
include bibliometrics, computing with words in decision making, information
fusion, evolutionary algorithms, evolutionary fuzzy systems, biometrics, data
preprocessing, data mining, cloud computing, and big data.

IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 23, NO. 5, OCTOBER 2015

Humberto Bustince (M’94) received the B.S.c.
degree in physics from the Salamanca University,
Salamanca, Spain, in 1983 and the Ph.D. degree in
mathematics from the Public University of Navarre,
Pamplona, Spain, in 1994.

He has been a Teacher at the Public University of
Navarre since 1991, and he is currently a Full Profes-
sor with the Department of Automatics and Compu-
tation. He served as the Subdirector of the Technical
School for Industrial Engineering and Telecommuni-
cations from January 2003 to October 2008 and he
was involved in the implantation of computer science courses at the Public Uni-
versity of Navarre. He is currently involved in teaching artificial intelligence for
students of computer sciences. He has authored more than 120 journal papers
(web of knowledge), and more than 100 contributions to international confer-
ences. He has also been coauthor of four books on fuzzy theory and extensions
of fuzzy sets.

He is a Fellow of the IEEE Computational Intelligence Systems Society
and a Member of the board of the European Society for Fuzzy Logic and Ap-
plications. He currently acts as the Editor-in-chief of the Mathware and Soft
Computing Magazine and of Notes on Intuitionistic Fuzzy Sets. He is also the
Guest Editor of the Fuzzy Sets and Systems journal and a Member of the editorial
board of the Journal of Intelligence & Fuzzy Systems, the International Jour-
nal of Computational Intelligence Systems and the Axioms Journal. His current
research interests include interval-valued fuzzy sets, Atanassov’s intuitionistic
fuzzy sets, aggregation functions, implication operators, inclusion measures,
image processing, decision making, and approximate reasoning.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


