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To be competitive in contemporary turbulent environments, firms must be capable of processing huge
amounts of information, and effectively convert it into actionable knowledge. This is particularly the case
in the marketing context, where problems are also usually highly complex, unstructured and ill-defined. In
recent years, the development of marketing management support systems has paralleled this evolution in in-
formational problems faced by managers, leading to a growth in the study (and use) of artificial intelligence
and soft computing methodologies. Here, we present and implement a novel intelligent system that incorpo-
rates fuzzy logic and genetic algorithms to operate in an unsupervised manner. This approach allows the
discovery of interesting association rules, which can be linguistically interpreted, in large scale databases
(KDD or Knowledge Discovery in Databases.) We then demonstrate its application to a distribution channel
problem. It is shown how the proposed system is able to return a number of novel and potentially-interesting
associations among variables. Thus, it is argued that our method has significant potential to improve the anal-
ysis of marketing and business databases in practice, especially in non-programmed decisional scenarios, as
well as to assist scholarly researchers in their exploratory analysis.

© 2013 Elsevier Inc. All rights reserved.
1. Introduction

A core competence for competitive success in current business en-
vironments is a firm's capability to process huge amounts of informa-
tion (Cooper, Watson, Wixom, & Goodhue, 2000), and to generate
and then disseminate relevant knowledge to help members of the or-
ganizationmake decisions (Sabherwal & Sabherwal, 2005; Sher & Lee,
2004; Tanriverdi, 2005). To accomplish these aims, a suitable Business
Intelligence (BI) system, adequately integrated into a Knowledge
Management (KM) process, is of major importance (Alavi & Leidner,
2001; Cody, Kreulen, Krishna, & Spangler, 2002; Herschel & Jones,
2005). Throughout the last few decades, organizations have demanded
the development of analytical methods better able to provide
added-value information to support strategic and operational decisions
(Avison, Eardley, & Powel, 1998; Earl, 2001). In this regard, tools and
methodologies that can be used byfirms to achieve superior knowledge
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of their competitive environment are among the most important
(Melville, Kraemer, & Gurbaxani, 2004). Awidely accepted term to inte-
grate the diversity of tools and computerized systems used by firms for
this purpose isMarketing Management Support Systems (MMSS, see Van
Bruggen & Wierenga, 2001; Wierenga & Van Bruggen, 1993, 1997,
2000). If one takes into account the central position that marketing
has in the firm's plan to design andmanage their information resources
(see Li, McLeod, & Rogers, 2001; Wierenga, van Bruggen, & Althuizen,
2008), advancing MMSS should be of strategic relevance for IS re-
searchers, analysts and managers.

The development of MMSS has been parallel to an evolution in the
type of decision problems most pertinent to managers. In particular,
while some contemporary marketing problems are well-structured,
many others, particularly those within the strategic sphere, are more
complex, ill-defined, or unstructured (Wierenga, 2010). Adequately
dealing with these latter problems is one of the greatest challenges for
today's IS community, and for the development of BI-based solutions
(see Negash & Gray, 2008). Such problems frequently require systems
able to both work with, and provide information outputs expressed in,
qualitative terms, in line with the kind of judgmental process that deci-
sion makers have to tackle in these cases. In the last 25 years, this fact
has motivated an increasing interest in Artificial Intelligence (AI)-based
systems formarketingmanagement support within the general context
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of knowledge-drivenMMSS. In particular, the recent explosion of inter-
est in Knowledge Discovery in Databases (KDD) methodologies within
AI has presented true potential to take the MMSS evolution to a next
stage. KDD technologies are a key pillar on which emergent BI systems
are based (Petrini & Pozzebon, 2009), though they are both relatively
underdeveloped inmanagerial and researchfields at present. For exam-
ple, Jourdan, Rainer, and Marshall (2008) observe a scarcity in BI re-
search in IS journals during the last decade. Hence, developing KDD
applications for information processing and decision-making problems
inmarketing is a substantial research opportunity. However, the quality
of such applications depends on how well described the marketing
problem to be solved is, as well as how well developed and applied
the AI-based methods are. Consequently, the coordination between
KDD specialists and marketing managers is essential to optimize the
knowledge generated by KDD applications (see Wang & Wang, 2008).

In the present study, we describe and demonstrate a promising
knowledge-drivenMMSS category calledMarketing intelligent Systems
(see Casillas & Martínez-López, 2010), which bases on KDD and Soft
Computing (SC) methodologies for marketing decision-making sup-
port. In particular, we present and apply an ad-hoc developed KDD
method that we call Fuzzy-CSar. The approach combines fuzzy logic
(Zadeh, 1994) with a genetic algorithm (Goldberg, 1989; Holland,
1975), resulting in a genetic fuzzy system, within the general parame-
ters of SC methodology (see Zadeh, 1994). The proposed system is
based on the use of an evolutionary unsupervised learning method to
recover interesting and reliable information patterns (i.e., fuzzy associ-
ation rules) from databases. In other words, our method is designed to
work without a priori information on any relationships among the vari-
ables contained in the database. The fact that the search process is not
driven by a structure of reference (e.g., a model) provides interesting
benefits when applied to face new, non-habitual decisional scenarios.
Further, the use of fuzzy rules allows users (i.e., managers and analysts)
of this method to work with linguistic semantics to define the variables
of the database. This particular aspect of the method implies a clear
benefit for the kind of informationwe are interested in (i.e., qualitative),
as it allows a linguistic interpretation of the relationships found among
the variables defining a certain decision problem. Also, the kind of out-
put offered by this method is similar to the internal rules depicted in
human reasoning. We demonstrate our method (i.e. the experimenta-
tion) on a distribution channel problem analyzed by Gilliland and
Bello (2002).

In order to set the context, we begin with a discussion of MMSS in
the context of intelligent systems, followed by short discussions on
the use of KDDmethodology and intelligent systems as an aid to man-
agerial decision making.We then introduce the proposedmethod and
its unique features, such as the ability to work with multi-item
measurements, and qualitative terminology. Subsequently, we dem-
onstrate the potential of the proposed system on the aforementioned
distribution channel data set.

2. The evolution of MMSS to Marketing intelligent Systems

MMSSs have become an increasingly critical part of general Man-
agement Information Systems. Their essential purpose is to improve
marketing decisions by providing relevant information and reducing
uncertainty. Such systems are a key element of an organization's ability
to successfully negotiate environmental complexity (Li, Kinman, Duan,
& Edwards, 2000). The development of MMSSs from the 1960s has
been strongly determined by advances in both information technolo-
gies and artificial intelligence in the last two decades (see Li, 2000;
Wierenga & Van Bruggen, 1993). Here, a synthetic overview of the
main types of MMSS is described, with reference to previous significant
contributions in this regard (see also Sisodia, 1992a; Talvinen, 1995;
Wierenga & Van Bruggen, 1997, 2000).

The first major classification criteria distinguishes between
data-driven and knowledge-driven systems (see Van Bruggen &
Wierenga, 2000; Wierenga, Van Bruggen, & Staelin, 1999), in order
to better understand the purpose of the MMSS. Data-driven systems
are quantitatively-oriented and look for optimal solutions formarketing
management problems. Themost significant types of such systems are:
Marketing Models; Marketing Information Systems (e.g. Brien &
Stafford, 1968; Cox & Good, 1967; Kotler, 1966); and Marketing Deci-
sion Support Systems (e.g., Keen & Scott-Morton, 1978; Little, 1970,
1975, 1979; Montgomery & Urban, 1970; Sprague & Carlson, 1982).

Such systems require structured quantitative data towork effective-
ly, and use defined rules to optimise solutions. Thus, this kind of system
is not well suited to supporting the semi- or deficiently-structure
decision scenarios common to turbulent contemporary business envi-
ronments. This fact motivated an evolution in MMSSs toward the ana-
lytical methods emerging from the Artificial Intelligence field, which
are more versatile and able to work with both qualitative information
and ill-structured problems (Casillas & Martínez-López, 2009). Some
relevant examples of what can be called knowledge-driven systems
are: Marketing Expert Systems (Abraham & Lodish, 1987; Alpar, 1991;
Burke, Rangaswamy, Wind, & Eliashberg, 1990; Dubelaar, Finlay, &
Taylor, 1991; McCann & Gallagher, 1990; McDonald & Wilson, 1990;
Moutinho, Curry, & Davies, 1993; Sisodia, 1992b); Case-based Reason-
ing (e.g., Burke, 1991; Kolodner, 1993; McIntyre, Achabal, & Miller,
1993); or Marketing Creativity Support Systems (e.g., Elam & Mead,
1990; MacCrimmon & Wagner, 1994).

In recent years, increasingly sophisticated and complex AI-based
information solutions have been developed, indicating a new type
of MMSS, termed Marketing intelligent Systems or MkiS (see
Martínez-López & Casillas, 2009). Though these are AI-based systems
applied to aid decision-taking in marketing management, and thus
belong to the broad category of knowledge-driven systems, the new
methodologies they apply for knowledge discovery set them apart
from more general knowledge-based systems. MkiS are systems
which primarily rely on Soft Computing (SC) methodologies and, to
a lesser extent, on other hybridized machine-learning methods, to
extract knowledge from marketing-relevant databases. SC is an
emerging field of Computer Science and Artificial Intelligence re-
search, which implies cooperative (rather than autonomous) activity
for computing paradigms such as fuzzy logic, neural networks, evolu-
tionary computation and probabilistic reasoning (Zeleznikow &
Nolan, 2001). The main tenet of SC is exploiting the tolerance of im-
precision and uncertainty to achieve robust and low-cost solutions
(Zadeh, 1994), with its final aim to provide methods which emulate
the human mind to solve complex, real-world problems (Bonissone,
1997). Given the great potential of SC for application in the support
of the ill-structured problems typical to marketing and management
(Casillas & Martínez-López, 2010), developments in MkiS should be
a key issue for IS researchers.

3. KDD as a base for Business Intelligence and MkiS development

Because of their strong impact on a firm's competitive advantage,
companies should be involvedwith effectivelymanaging their informa-
tion resources (Piccoli & Ives, 2005). The firm's decision process, and
thus competitive position, is strengthened by improvements in the pro-
cess ofmoving data to information to knowledge (see Bharadwaj, 2000;
Gold, Malhotra, & Segars, 2001). Consequently, the key question of how
best to increase performance in this area has motivated firms to contin-
uously explore the potential of IT advances, and knowledge technolo-
gies in particular (Sambamurthy, Bharadwaj, & Grover, 2003). One of
the most promising lines is the application of KDD-based methods
to aid in solving management and marketing problems (Bose &
Mahapatra, 2001; Buckman, 2004; Cui, Wong, & Lui, 2006; Feng &
Chen, 2007; Herschel & Jones, 2005). KDD is a research field focused
on the identification of potentially-valid patterns in data (Fayyad,
Piatesky-Shapiro, Smyth, & Uthurusamy, 1996), and it can be con-
sidered as one of the key BI technologies (Weidong, Weihui, &
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Kunglong, 2010). Moreover, as any successful KDD process requires the
participation of human knowledge, it should be a natural connector be-
tween BI and KM in organizations (seeWang &Wang, 2008). In apply-
ing KDD, it is necessary to develop a multi-stage process, starting from
the preparation of data in tractable format in the machine learning
stage, and finishingwith the interpretation of outputs and the assimila-
tion of new knowledge by the firm.

The structure depicted in Fig. 1 is appropriate when adapting the
KDD process for business applications (Cabena, Hadjinian, Stadler,
Verhees, & Zanasi, 1998; Han & Kamber, 2001): (1) identification and
problem delimitation; (2) data preparation (pre-processing); (3) data
mining (machine learning); (4) analysis, evaluation and interpretation
of results; and (5) presentation, assimilation and use of knowledge.
The data mining stage is considered the core of the KDD process.
Data mining is characterized by the application of machine-learning
methods to automatically or semi-automatically extract comprehensi-
ble and useful patterns or models from data (Witten & Frank, 1999,
2000). The Fuzzy-CSar method described subsequently bases the ma-
chine learning stage on a particular SC methodology, termed a genetic
fuzzy system.

Nevertheless, even considering the significant role of data mining
in the KDD process, it would be a mistake to overlook the importance
of the application of the prior and subsequent stages (Fayyad &
Simoudis, 1995). In essence, the whole process should be oriented to-
ward the elicitation of useful knowledge to be disseminated through,
and applied by, the organization. In other words, the output (i.e., new
knowledge) obtained after the application of this BI supporting solu-
tion has to be adequately integrated into the KM process of compa-
nies (see Herschel & Jones, 2005).
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4. Unsupervised KDD to creatively aid managerial decisionmaking

A typical managerial practice is to base the analysis and extraction
of relevant information from commercial databases on models
(i.e., data/variables relational structures). Thus, the analytical methods
applied to obtain information condition their process of search on an a
priori structure that it is supposedly subjacent to the data. Nevertheless,
in some cases, the use of models to drive a knowledge-search process
might imply some limitations. In particular, unlike the typical scholarly
research situation, where in accordance with the scientific method,
analytical processes are highly conditioned by theoretical frameworks,
managers usually subordinate such issues to the generation of
high-quality information in order to face specific situational decision
problems. Taking this final aim as driving tenet, decision-makers
might thus be prone to disregard the use of a priori models when ana-
lyzing data. As noted above, managers have to face certain problems
which are not properly structured or delimitated, and/or where there
is no a priori information to orient analysis. Here, the analytical tools
usually applied to routine, well-programmed problems are not ade-
quate. Such problems demand more creative solutions (see Wierenga
& Van Bruggen, 2000), so managers must be open-minded when
assessing the application of new methods. In this regard, there are
many artificial intelligence/knowledge-based methods with potential,
when properly designed and adapted, to achieve good performance in
non-structured, ill-defined problems. However, such methods are
underused at present to support decisions in marketing management
(Wierenga, 2010). Even so, as noted above, the evolution of MMSS
has shown a clear tendency toward strengthening the role of
knowledge-based methods. In fact, these, and KDD-based methods in
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particular, offer the best solutions for the kind of marketing problems
discussed herein.

When applying a KDD process, two main approaches can be dis-
tinguished for what is termed the ‘machine learning’ stage (Zhang,
2004): a top-down approach, where the expert takes as a base an a
priori relational structure for the set of variables defining the problem
or database to be analyzed (i.e., supervised learning); or a bottom-up
approach (i.e., non-supervised learning), where there is no existing
information on what structures may connect the data. The latter
approach is based on methods that automatically explore the data
in order to find out eventual subjacent information patterns (i.e., con-
nections between variables). Such methods have a philosophy of ap-
plication different to most IS studies (the context in which machine
learning work is most popular), where researchers (or managers)
usually start with a theoretical framework to set and test hypotheses
(or instead, a relational structure among variables in a business data-
base) by means of a supervised machine learning technique (Michael
& Paul, 1999).

At first sight, the outputs provided by a bottom-up KDD process
might seem more difficult to work with, as one may expect managers
must need to discard a lot of information patterns, many of them
describing irrelevant or spurious relationships between variables. In
this regard, it is important to have in mind the type of marketing
problems of interest, i.e., undefined or ill-structured problems, with
little solid theoretical foundations. These problem characteristics
make the application of model-driven analytical methods more diffi-
cult, if not impossible. However, information patterns extracted from
a database after an exploratory, unsupervised machine learning
method can be helpful to understand such problems (Padmanabhan
& Tuzhilin, 2002), assisting the manager to take better decisions. In
this regard, a KDD method designed with a bottom-up approach
might also stimulate the creativity of users – see for example the
ORAC models described by Wierenga and Van Bruggen (1997) – as
it motivates a divergent reasoning. In other words, it is open to
many likely options, even considering apparently non-valid or
counter-intuitive solutions, when compared with a more orthodox,
convergent reasoning process.

5. Fuzzy association rules to assist with the analysis of marketing
databases

Fuzzy association rules mining (Agrawal, Imielinski, & Swami,
1993) is a type of unsupervised learning technique that aims to
extract interesting, useful and novel information from data, thus in-
ducing the aforementioned divergent managerial reasoning. Three
of the main characteristics of these techniques, which make them
very appealing for the kind of problems marketing managers face,
are that they (1) are able to automatically discover interesting associ-
ations among variables or constructs, without requiring any a priori
information, (2) use linguistic terms in the rules, allowing a kind of
reasoning which is analogous to humans, and (3) are based on solid
fuzzy logic theory (Zadeh, 1994). In what follows, we introduce the
basics of fuzzy association rules and discuss how they can help ana-
lyze marketing problems.

In order to formally define what association rules are, let us start
with the following assumptions. Let T = {t1, t2,…,tn} be a set of transac-
tions, where each transaction consists of a set of items I = {i1, i2,…, ik}.
For simplicity, let us assume that an item canbe present or not in a trans-
action, but that quantities are not considered in this first definition. Let
an itemset X be a collection of items I = {i1, i2,…, im}. Then, an associa-
tion rule R is an implication of the form X → Y, where both X and Y are
itemsets with no intersecting items. An example of association rule in a
shopping environment could be:

if the customer purchases product 1 then he/she also purchases
product 2
The goal of association rule mining is then to discover the most in-
teresting association rules. While there exist numerous ways to mea-
sure the interest of association rules, the two basic indicators of the
quality of the rules are support (supp) and confidence (conf). The sup-
port of the rule indicates the frequency of occurring patterns, that is:

supp A→Bð Þ ¼ 1
N

t∈T A∪Bð Þ tj gf j;j

where N is the number of transactions in the database and A and B are
the itemsets in the antecedent and the consequent of the association
rule.

Confidence evaluates the strength of the implication denoted in
the association rule as

conf A− > Bð Þ ¼ t∈T A∪Bð Þ tj gf j
t∈T A tj gf j:j

����

It is interesting to analyze the meaning of both support and confi-
dence from a statistical point of view. Support is an exact measure of
the frequency with which the items in the rule appear together in the
transactions of the database; therefore, it is the probability that the
items in A and B appear together in a transaction. The confidence
can be interpreted as an estimate for the conditional probability of
having the itemset A in a transaction t, while also having the itemset
B in t.

The integration of fuzzy logic with association rules came with the
need to process transactions whose items were defined by quantita-
tive values (Webb, 2001). This is usually necessary in marketing
and many other contexts. Among the different proposals to solve
such problems, fuzzy logic provided one of the most appealing solu-
tions since it introduced a descriptive language, enabling the use of
linguistic terms to describe each problem variable. This new scenario
permitted the extraction of rules such as

if the customer purchases a low quantity of product 1 then he/she
purchases a high quantity of product 2

In this example, low and high are two linguistic variables based on
fuzzy set theory and fuzzy logic (Zadeh, 1994). Note that, in a market-
ing decision context, the use of fuzzy logic in association rules has
three key benefits: (1) it allows the use of data sets containing contin-
uous variables, which is most often the case for marketing data; (2) it
lets the system represent knowledge with linguistic terms, which can
be easily understood by human experts; and (3) the user is able to de-
fine the linguistic terms for each variable, permitting a high flexibility
of configuration. Regarding this last point, Fig. 2 shows an example of
a possible fuzzy partition for the variable quantity. Notice in the
example that a quantity of 30 belongs to the fuzzy set labelled as
low with a degree of 0.25, to the fuzzy set labelled as medium with a
degree of 0.75, and to the fuzzy set labelled as highwith a degree of 0.

With the redefinition of the rules, the concepts of support and
confidence must be slightly changed. Now, support is computed as

supp A→Bð Þ ¼ 1
N

XN
e¼1

μA xe
� �

⋅μB ye
� �

;

where μA(xe) and μB(ye) are the membership degree of the input
values with the antecedent and the consequent variables respective-
ly, and N is the number of transactions in the database. Note that the
support of a rule increases with the number of transactions in the da-
tabase that have a high membership degree with the variables of both
the antecedent and the consequent of the rule. Therefore, the mea-
sure denotes the frequency of occurrence of the relationship captured
by the rule.



Fig. 2. Illustrative example of a linguistic variable quantity, which is composed of three
linguistic terms – i.e., low, medium and high – and its corresponding fuzzy sets. Note
that a quantity of 30 has a membership degree of 0.25 to low and of 0.75 to medium.
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On the other hand, confidence is computed as

conf A→Bð Þ ¼ ∑N
e¼1 μA xe

� �
⋅max 1−μA xe

� �
; μB ye

� �� �� �
XN
e¼1

μA xe
� � :

In this case, note that confidence accounts for the frequency in
which examples that have a high matching degree with the anteced-
ent of the rule, also have a high matching degree with the consequent
of this rule. This measure therefore denotes the strength of the asso-
ciation between the variables in the antecedent and consequent of
the rule.

Fuzzy rule mining algorithms aim at extracting fuzzy rules –

whose variables are described by linguistic terms –with high support
and confidence; that is, rules that denote strong and frequent rela-
tionships between the variables in the antecedent and consequent
of the rule. In the next section we present Fuzzy-CSar, a novel algo-
rithm that uses these concepts to extract useful knowledge frommar-
keting data.

6. A proposed method for unsupervised learning

The intelligent decision support system presented here, which we
have termed Fuzzy-CSar, is an unsupervised learning technique that
combines genetic algorithms (Goldberg, 1989; Holland, 1975) with
a fuzzy logic representation to extract fuzzy association rules from a
set of examples. The aim of the algorithm is to provide a useful tool
that not only may help marketing experts to check hypotheses previ-
ously established, but can also be used as a source of inspiration to
formulate new hypotheses or to approach certain decision problems
from new perspectives. This is of particular interest in problems
that may not be well structured, and in situations where there is a
lack of a priori information to orient analysis.

Below, we briefly introduce the architecture of our system. Subse-
quently, we introduce the knowledge representation of the system,
present the novel concept of multi-item fuzzification – which enables
the system to deal with the particularities of much marketing data –

and describe the procedure used by the system to automatically
discover new and interesting association rules. Our proposal is an
evolution of a recently presented learning classifier system designed
to extract quantitative association rules from unlabelled data streams
dynamically, quickly and efficiently; for further details on the latter
system, the reader is referred to Orriols-Puig and Casillas (2010).
Our contribution in this paper is to allow the system to extract knowl-
edge more understandable to humans, by using fuzzy logic. This issue
is crucial to enable the use of our method by applied researchers and
managerial decision makers. To do so, the knowledge representation,
the corresponding coding scheme, the inference process, and the ge-
netic operators are newly designed. Further, the proposed Fuzzy-CSar
method is also endowedwith amechanism able to dealwithmulti-item
data sets, such as those habitually used to measure unobserved vari-
ables (i.e. constructs) in business and other social science research.

6.1. Knowledge representation

The proposed system evolves a population of association rules,
which are usually referred to as classifiers. At the end of the learning
process, the population is expected to contain rules that capture the
most interesting associations between problem variables. The maxi-
mum size of the population is specified by the user. With this, the
user sets an upper bound on the number of interesting associations
that can be discovered from data.

Each classifier consists of a fuzzy association rule and a set of pa-
rameters. The fuzzy association rule is represented as: if xi is Ai and
… and xj is Aj then xc is Ac, where the antecedent contains ℓa input
variables xi, …, xj (0 b ℓa b ℓ, where ℓ is the number of variables of
the problem) and the consequence consists of a single variable xc
which is not present in the antecedent. Each variable has a linguistic
term or label, Ai, assigned from all the linguistic terms that the given
variable can take. Note that this structure allows a number of vari-
ables to be antecedents, but requires a single variable in the conse-
quent. With this strategy, we are searching for sets of variables with
certain values that may cause another one to occur. These types of
rules, thus, could be interpreted as a causal relationship between cer-
tain values of the variables in the antecedent and certain values of the
consequent variable. Support and confidence are used to reflect the
interestingness of the rule component of the classifier, computed as
indicated in Section 5, with the aim to uncover rules with high sup-
port and confidence.

6.2. Multi-item fuzzification

Fuzzy-CSar uses the concept of multi-item fuzzification first pro-
posed by Martínez-López and Casillas (2009), specifically designed
to deal with the multi-item latent construct measurement commonly
used in marketing and social sciences research. This method assumes
that each individual item provides partial information about the
corresponding construct (i.e., an unobserved variable or first-order
variable). Therefore, once can compute the matching degree as the
aggregation (T-conorm) of the information given by each item.
Thence, the matching degree of a variable i with the vector of items
xi = (x1i, x2i, …, xpii ) is

μAi
xið Þ ¼ maxpihi¼1μAi

xipi

� �
;

where μAi(xipi) is the matching degree of the variable i represented by
the linguistic term Ai with the input xipi. In our experiments, detailed
below, we used the maximum as the union operator, implemented as
a sum bounded to 1. However, the method is also able to work with
variables whose measurement has been done by just one item or
input.

6.3. Learning process

Our algorithm incrementally learns from a stream of examples; at
each learning iteration, it receives an input example (e1, e2,…, el) and
takes action to incrementally update the classifier's parameters and
discover new promising rules. First, the system creates the match set
[M] with all the classifiers in the population that match the input
example with a degree larger than 0. If [M] contains less that θmna

classifiers, the covering operator is triggered to create as many new
matching classifiers as required to have θmna classifiers in [M]. Then,
classifiers in [M] are organized in association set candidates. Each asso-
ciation set candidate is given a probability to be selected that is
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proportional to the average confidence of the classifiers that belong to
this association set. The selected association set [A] goes through a
subsumption process which aims to diminish the number of rules
that express similar associations among variables. Then, the parame-
ters of all the classifiers in [M] are updated. At the end of the iteration,
a genetic algorithm is applied to [A] if the average time since its last
application is greater than θGA. This process is repeatedly applied,
therefore, updating the parameters of existing classifiers and creating
new promising rules online.

To completely understand how the system works, five elements
need further explanation: (1) the covering operator, (2) the proce-
dure to create association set candidates, (3) the association set
subsumption mechanism, (4) the parameter update procedure, and
(5) the rule discovery by means of a genetic algorithm. In the follow-
ing subsections, each of these elements is explicated in more detail.

6.3.1. Covering operator
Given the sampled input example e, the covering operator creates a

new classifier that matches e with maximum degree. That is, for each
variable, the operator randomly decides (with probability 1 − P#)
whether the variable has to be in the antecedent of the rule, with the
constraints (1) that, at least, a variable has to be selected and (2) that,
at most, ℓ−1 variables can be included in the antecedent. Then, one
of the remaining variables is selected to be in the rule. Each of these var-
iables is initializedwith the linguistic label thatmaximizes the degree of
match with the corresponding input value. In addition, we introduce
generalization by permitting the addition of any other linguistic term
with probability P#, with the restrictions (1) that each variable in the
antecedent contains maxLabIn linguistic terms at maximum and
(2) that each variable in the consequent contains maxLabOut linguistic
terms at maximum.

6.3.2. Creation of association set candidates
The aim of creating association set candidates, or niches, is to

group rules that express similar associations in order to establish
competition among them, letting the best ones take over their
niche. For this purpose, our system uses the following approach,
which relies on the idea that rules that have the same variable with
the same or similar linguistic terms in the consequent must belong
to the same niche, since probably they would denote similar associa-
tions among variables. First, it sorts the rules of [M] ascendantly,
depending on the variable of the consequent. Given two rules r1 and
r2 that have the same variable in the consequent, we consider that
r1 is smaller than r2 if ℓ1bℓ2 or (ℓ1 ¼ ℓ2 and u1 > u2), where ℓ1,
u1, ℓ2, and u2 are the position of first and the last linguistic terms of
the output variable of each rule respectively.

Once [M] has been sorted, the association set candidates are built
as follows. At the beginning, an association set candidate [A] is creat-
ed and the first classifier in [M] is added to this association set candi-
date. Then, the following classifier k is added if it has the same
variable in the consequent, and ℓk is smaller than the minimum ui
among all the classifiers in the current [A]. This process is repeated
until finding the first classifier that does not satisfy this condition. In
this case, a new association set candidate is created, and the same
process is applied to add new classifiers to this association set.

6.3.3. Association set subsumption
We designed a subsumption mechanism with the aim of reducing

the number of different rules that express the same knowledge. The
process works as follows. Each rule in [A] is checked for subsumption
with each other rule in [A]. A rule ri is a candidate subsumer of rj if it
satisfies the following four conditions: (1) ri has higher confidence
and it is experienced enough (that is, confi > conf0 and expi > θexp,
where conf0 and θexp are user-set parameters); (2) all the variables
in the antecedent of ri are also present in the antecedent of rj (rj can
have more variables in the antecedent than ri); (3) both rules have
the same variable in the consequent; (4) ri is more general than rj.
A rule ri is more general than rj if all the input and the output vari-
ables of ri are also defined in rj, and ri has, at least, the same linguistic
terms as rj for each one of its variables.

6.3.4. Parameter update
At the end of each learning iteration, the parameters of all the clas-

sifiers that belong to the match set are updated. First, the experience
of the classifier is incremented. Second, the support of each rule is
updated as

supptþ1 ¼
suppt⋅ ℓtime−1ð Þ þ μ̃A x eð Þ� �

⋅μ̃B y eð Þ� �
ℓtime

;

where ℓtime is the life time of the classifier, that is, the number of
iterations that the classifier has been in the population. Then, the
confidence is computed as conft + 1 = sum_impt + 1/sum_matt + 1,
where

sum imptþ1 ¼ sum impt þ μ̃A x eð Þ� �
⋅max

	
1−μ̃A x eð Þ� �

; μ̃B x eð Þ� �
; and

sum mattþ1 ¼ sum matt þ μ̃A x eð Þ� �
:

Next, the fitness of each rule in [M] is computed as F = confv,
where v permits controlling the pressure toward highly fit classifiers.
Finally, the association set size estimate of all rules that belong to [A]
is updated. Each rule maintains the average size of all the association
sets in which it has participated.

6.3.5. Discovery component
The genetic algorithm is triggered on [A] when the average time

from its last application upon the classifiers in [A] exceeds the thresh-
old θGA. It selects two parents p1 and p2 from [A], where each classifier
has a probability of being selected proportional to its fitness. The two
parents are crossed with probability Pχ, generating two offspring ch1
and ch2. Fuzzy-CSar uses a uniform crossover operator that contem-
plates the restriction that any offspring has to have, at least, a variable
in the rule's antecedent. If crossover is not applied, the children are an
exact copy of the parents. The resulting offspring may go through
three different types of mutation: (1) mutation of antecedent vari-
ables (with probability PI/R), which randomly chooses whether a
new antecedent variable has to be added to or one of the antecedent
variables has to be removed from the rule; (2)mutation of the linguistic
terms of the variable (with probability Pμ), which selects one of the
existing variables of the rule and mutates its value; and (3) mutation
of the consequent variable (with probability PC), which selects one of
the variables of the antecedent and exchanges it with the variable of
the consequent.

Thereafter, the new offspring are introduced into the population. If
the population is full, excess classifiers are deleted from [P] with a
probability directly proportional to their association set size estimate,
and inversely proportional to their fitness.

7. Application of the proposed system to a distribution channel
problem: description and methodology

In order to highlight the benefits that the application of our
system to marketing data can provide, a KDD bottom-up approach
is used to analyze a marketing channel problem, previously studied
by using a traditional scholarly theory-driven approach. Below, the
problem considered here is firstly presented as a case study and
then the methodology employed is detailed. The next section ana-
lyzes the results.
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7.1. Study of the database

7.1.1. Brief description
The case study we have used to demonstrate the proposed MkiS is

described in Gilliland and Bello (2002, hereafter referred to as GB) and
it focuses on the antecedents to, and consequences of, attitudinal commit-
ment betweenmanufacturers and independent intermediaries in a distri-
bution channel. To address this problem, GB first defined a structural
model illustrated in Fig. 3. It regards attitudinal commitment among
channel members as consisting of two components: calculative commit-
ment and loyalty commitment. Calculative commitment is “the state of at-
tachment to a partner cognitively experienced as a realization of the
benefits sacrificed and losses incurred if the relationship were to end”
(GB p. 28). Loyalty commitment is “the state of attachment to a partner
experienced as a feeling of allegiance and faithfulness” (GB p. 28).

GB's model assumes that amanufacturer's loyalty commitment to the
distributor is positively associated with the use of the social enforcement
mechanism (H1a: +) and negatively associated with the use of contrac-
tual enforcement mechanism (H1b: −). Conversely, a manufacturer's
calculative commitment is positively associated with the use of the
contractual enforcement mechanism (H2a: +) and negatively associated
with the use of the social enforcement mechanism (H2b: −). In addition,
the model assumes that there are three constructs which are positively
associatedwithmanufacturer's calculative commitment: themanufacturer's
relative dependence (H3: +), the manufacturer's pledge of exclusivity
(H4: +), and the manufacturer's pledges of investments (H5: +). On
the other hand, there are two constructs positively associated with
manufacturer's loyalty commitment to the distributor: manufacturer's
perceptions of distributor's pledges of investments (H6: +) and manufac-
turer's trust in distributor (H7: +).

To collect the data, 529 survey packets were mailed to managers
carefully selected from firms that produced manufactured products
that were sold in industrial applications, fromwhich 314 usable ques-
tionnaires were returned. The constructs were partially described by
a different number of items. Manufacturer's relative dependence was
partially measured by three items graded by thirteen-point rating
scales. Manufacturer's pledge of exclusivity was measured by an item
that could take three categorical values. All the other constructs
where measured by either three or four items graded by seven-point
rating scales. Structural equation modeling was employed to test each
of the hypotheses above. All the hypotheses where supported except
for hypothesis H1b.

7.1.2. Limitations of theory-driven approaches and research opportunity
While it is clear that GB's approach is an exemplary example of the

traditional scientific approach to business research, it is worth pointing
Fig. 3. Conceptual model of attitudinal commitment, its antecedents and consequences
proposed by Gilliland and Bello (2002).
out three potential limitations of this theory-driven approach. First, the
approach is conditioned by an a priori relational structure of the data-
base. As these hypotheses specify only a limitednumber of relationships
between variables, some key relationships may have not been discov-
ered. Second, all the hypotheses only consider relations between pairs
of variables, while there could be interesting associations between
more than two variables. Third, the statistical analysis tests the correla-
tion between all the values that two variables can take, but is unable to
detect whether there are positive or negative associations between
some ranges of values of the variables. Further, the result of the statisti-
cal analysis is an estimate and a t-value, and the given hypothesis is sup-
ported or rejected depending on whether the t-value is greater than or
smaller than a given threshold. Note that this type of result provides
poor explanation of why a hypothesis is rejected or supported; on the
other hand, fuzzy association rules carefully explain for which range
of values the association is found and give an idea its frequency (sup-
port) and strength (confidence).

In order to extend this analysis, in the following we use Fuzzy-CSar
to identify associations among the variables of the problem with the
aim of detecting any relationship not captured by the initial hypotheses.
The approach is not proposed as an alternative to the classical
theory-driven process of knowledge generation, but as a complement.
However, as previously treated (see Section 4), for the case of manage-
rial applications, such approach could be also used as a primary alterna-
tive in decisional scenarios deficiently structured, where there is no a
priori information.
7.2. Experimental methodology

The aim of our experiments was: (1) to study the robustness of the
proposed system to deal with marketing data; (2) to examine the ability
of the system to support the conclusions obtained by applying a
theory-driven approach; (3) to show the capacity of the system to dis-
cover new relationships between variables and for specific ranges of var-
iables, which may help better understand the true associations between
the problem constructs; and (4) to demonstrate the ease of use of the
system. For this purpose,we ran Fuzzy-CSar on the GB's datawith no fur-
ther processing and without informing the system of any a priori struc-
ture. The system was configured with a population size of 6400 rules
and the following parameters: P# = 0.5, Pχ = 0.8, {PI/B, Pμ, PC} = 0.1,
θGA = 50, θexp = 1 000, conf0 = 0.95, ν = 1, δ = 0.1.

The fuzzy partition for each itemwasdefined as follows. For all items
graded by thirteen-point rating scales and seven-points rating scales,
we used three linguistic terms defined by 2 trapezoidal-shaped
membership functions for the first and third linguistic term and a
triangular-shaped membership function for the second linguistic term,
as shown in Fig. 4a and b respectively. We used this partition since
each linguistic term has the same area. Finally, for the item that
describes manufacturer's pledge of exclusivity, which could take three
different values, we employed three linguistic terms defined by
triangular-shaped membership functions, each one centered on one of
the three possible values, as shown in Fig. 4c.
8. Analysis of the results

In this section, we report the results of the experiments detailed
above and compare the conclusions to those obtained in GB's original
work. We first examine whether the current methodology supports
the hypotheses tested by GB. Second, we show some further useful,
interesting and novel information extracted with a KDD bottom-up
approach. While the latter information illustrates the kind of outputs
that our system can provide to support ill-structured decisional
problems in marketing, its utility can also be extended to many
other areas.

image of Fig.�3


Fig. 4. Fuzzy partitions defined for items described by (a) thirteen-point rating scales,
(b) seven-point rating scales, and (c) three categorical values.
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8.1. Does Fuzzy-CSar supports the original model hypotheses?

To check whether the association rules extracted by our system
support GB, we first searched in the final populations for rules with
high support and confidence that had only one variable in the ante-
cedent and another one in the consequent, therefore defining a sim-
ple association as done by GB. Although we considered all the rules,
we were particularly interested in rules in which the variables in
the antecedent and in the consequent had the same linguistic term
or had completely opposite linguistic terms. That is to say, consider-
ing the three linguistic terms employed – i.e., small (S), medium
(M), and large (L) – we searched for rules such as “if vari is S then
varj is S” or rules such as “if vari is S then varj is L.” The first case cor-
responds to a positive relationship between the variables, whilst the
second case corresponds to a negative relationship between variables.

The rules evolved by Fuzzy-CSar led us to the following conclu-
sions from each hypothesis (in the following rules, s and c stand for
support and confidence):

There were two fuzzy association rules that supported GB's hy-
pothesis 1a:

a) High loyalty commitment → high use of social enforcement mecha-
nism with s = 0.603 and c = 0.943.

b) Medium loyalty commitment → medium use of social enforcement
mechanism with s = 0.351 and c = 0.556.

These two rules indicate a positive association between loyalty
commitment and use of social enforcement. In addition, note that the
use of linguistic terms enables us to get a better understanding of
the association between both variables. That is, the most frequent
and strong association can be found for high values of both variables;
rule a) denotes that there is a high number of examples that support
the association and that almost any example with high loyalty com-
mitment resulted in a high use of social enforcement mechanism (the
confidence is almost 1). On the other hand, medium values of both
variables resulted in a frequent and strong association, but not as
frequent and strong as for high values. In addition, the system could
not evolve any rule for low values of both variables. All this indicates
that the two variables are particularly associated when they take
medium and, especially, high values.

There were three rules that provided interesting information
about GB's hypothesis 1b:

a) High loyalty commitment → low use of contractual enforcement
mechanism with s = 0.412 and c = 0.673.

b) Medium loyalty commitment → low use of contractual enforcement
mechanism with s = 0.428 and c = 0.663.
c) Medium loyalty commitment → medium use of contractual enforce-
ment mechanism with s = 0.413 and c = 0.633.

The two first rules denote a strong association between high and
medium values of loyalty commitment and low values of use of con-
tractual enforcement mechanism. The third rule indicates that there
is a strong relationship between medium values of both variables.
These three variables highlight that there is not a negative associa-
tion between both variables as concluded by the structural equation
modeling approach of GB. Nevertheless, note that our system
provides us with much more information; it can detect particular
associations between ranges of values of both variables. Rule a) in-
dicates that there indeed exists a negative association between both
variables, but only for high values of loyalty commitment and low
values of use of contractual enforcement mechanism. However,
there is not a clear negative association between the other ranges
of values of both variables. Rules b) and c) indicate that medium
values of loyalty commitment yielded low and medium values of use
of contractual enforcement mechanism, which does not support hy-
pothesis 1b.

There were two rules that supported GB's Hypothesis 2a:

a) Medium calculative commitment → medium use of contractual en-
forcement mechanism with s = 0.317 and c = 0.632.

b) Low calculative commitment → low use of contractual enforcement
mechanism with s = 0.389 and c = 0.675.

The two rules denote that a manufacturer's calculative commit-
ment to the distributor is positively associated with the use of the
contractual enforcement mechanism, although this association can
be found only for medium and low values of both variables.

There were two rules that strongly supported Hypothesis 2b in GB:

a) Low calculative commitment → high use of social enforcement
mechanism with s = 0.506 and c = 0.842.

b) Medium calculative commitment → high use of social enforcement
mechanism with s = 0.458 and c = 0.865.

Both rules indicate that a manufacturer's calculative commitment
to the distributor is negatively associated with the use of the social
enforcement mechanism. Note that the most frequent association
appeared for low values of calculative commitment and high values
of use of social enforcement mechanism.

There were three rules that strongly supported GB's hypothesis 3:

a) Medium manufacturer's relative dependence → medium calculative
commitment with s = 0.411 and c = 0.577.

b) Low manufacturer's relative dependence → low calculative commit-
ment with s = 0.248 and c = 0.846.

These two rules therefore indicate a positive association between
manufacturer's relative dependence and calculative commitment. In ad-
dition, the rules also show that the most frequent association can be
found for medium values of both variables; but at the same time,
medium values led to not-so-strong associations (a confidence value
of 0.577). On the other hand, the strongest association can be found
for low values of both variables, although this situation is not as
frequent as having medium values.

Therewas a single association rule that supported hypothesis 4 inGB:

a) Low manufacturer's pledge of exclusivity → low calculative com-
mitment with s = 0.470 and c = 0.642.

More specifically, the rule denotes that a low value of manufac-
turer's pledge of exclusivity to the distributor is associated with a low
value of manufacturer's calculative commitment to the distributor.
Fuzzy-CSar did not extract supported association rules for medium
and high values of these variables, which indicates that the correla-
tion between both variables can only be found for low values of
these two variables.
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There were two rules that supported GB's hypothesis 5:

a) Medium manufacturer's pledges of investments → medium
calculative commitment with s = 0.342 and c = 0.574.

b) Low manufacturer's pledges of investments → low calculative
commitment with s = 0.278 and c = 0.729.

That is, these two rules indicate that low and medium values of
manufacturer's pledges of investments to the distributor are positively
associated with, respectively, low and medium values manufacturer's
calculative commitment to the distributor.

There were three rules that supported GB's hypothesis 6:

a) High manufacturer's perceptions of distributor's pledges of
investments → high loyalty commitment with s = 0.372 and
c = 0.792.

b) Medium manufacturer's perceptions of distributor's pledges of
investments → medium loyalty commitment with s = 0.445 and
c = 0.725.

The two rules indicate that medium and high values of
manufacturer's perceptions of the distributor's pledges of invest-
ments are positively associated with, respectively, medium and high
values of manufacturer's loyalty commitment to the distributor.

Finally, there were three rules that supported hypothesis 6 in GB:

a) High manufacturer's trust in distributor → high loyalty commitment
with s = 0.438 and c = 0.791.

b) Medium manufacturer's trust in distributor → medium loyalty com-
mitment with s = 0.381 and c = 0.756.

That is, high and medium values of manufacturer's trust in the dis-
tributor are positively associated with, respectively, high and medium
values of manufacturer's loyalty commitment to the distributor.

The overall analysis conducted in this subsection has not only
confirmed the results obtained by GB, but also highlighted the value
added by the application of the fuzzy-association-rule mining ap-
proach. Specifically, the use of linguistic terms has enabled the use
of a kind of reasoning which is very similar to the human one. In
addition, it has increased the understanding of where the strong
and frequent associations are across the range of the continuous vari-
ables — which may allow a more detailed appreciation of relation-
ships between variables. Therefore, this case study has highlighted
the benefits that the application of Fuzzy-CSar can yield, which can
be used as a complement of more traditional theory-driven statistical
techniques such as structural equation modelling. Next, we further
emphasize the utility of this system by showing the new interesting
variable associations which were uncovered by our analysis.

8.2. A bottom-up approach to discover new/unexpected relationships in
data sets

One of the key characteristics of our system is that it can automat-
ically discover new interesting associations directly from data. The
system can be especially useful to discover relationships overlooked
by marketing experts in situations such as an improper structure or
delimitation of the problem or a lack of a priori information to orient
the original analysis. Thus, we report here the most interesting fuzzy
association rules discovered by our system that were not considered
in GB's original analysis.

Rules that indicate a direct relationship between two variables
that are mediated by a third variable in the original structural model:

a) Low manufacturer's pledge of exclusivity → high use of social
enforcement mechanism with s = 0.619 and c = 0.846.

b) High manufacturer's trust in distributor → high use of social enforce-
ment mechanism with s = 0.537 and c = 0.948.

c) High manufacturer's pledges of investments → high use of contrac-
tual enforcement mechanism with s = 0.503 and c = 0.911.
Rules that denote associations not considered in GB's original
structural model:

a) Medium loyalty commitment → medium manufacturer's relative de-
pendence with s = 0.533 and c = 0.783.

b) Low use of contractual enforcement mechanism → high use of social
enforcement mechanism with s = 0.529 and c = 0.851.

c) Medium manufacturer's pledges of investments → medium manu-
facturer's relative dependence with s = 0.497 and c = 0.789.

While it is beyond the present scope to deal in detail with each one
of these potential hypotheses, delving into the conceptual discussion
presented in GB suggests that there is some theoretical merit in further
examining such relationships. More specifically, a manufacturer's pledge
of exclusivity mandates exclusive rights to a single distributor, raising
the financial and temporal stakes of dissolving the relationship. Without
such a pledge, manufacturers are likely to feel that they need to place
more emphasis on less formal modes of governance (i.e. social enforce-
ment), quite apart from the commitment-based mediating mechanism
argued by GB. High trust in a distributor implies that the manufacturer
perceives the distributor as benevolent, and likely to deliver on its
promises (i.e. credibility). It also indicates shared expectations and
values between the two organizations. It seems very likely that
high levels of trust will lead a manufacturer to be far more comfortable
in employing informal modes of governance like social enforcement
directly. Conversely, if a manufacturer makes significant pledges of
investment in a distributor, they are placing valuable financial and
time resources into that relationship (e.g. providing sales material,
training, etc.). In such cases, manufacturers will naturally be keen
to formally protect their potential return on such investments, by
utilizing formal, contractual based modes of enforcement. While
GB argue that all three of the above relationships are mediated
fully by the two forms of commitment, they do not formally test
this mediation, and there is conceptual merit in examining these
direct links.

Regarding the second set of new association rules, again there
looks to be some merit in further examining them. The association
between medium loyalty commitment and medium relative depen-
dence suggests an interesting mechanism not considered by the the-
ory used by GB. In this situation, perhaps the emotional bond of
loyalty commitment leads in some situations to the manufacturer's
feeling that they have the most to lose if the relationship is dissolved.
High loyalty may lead a manufacturer to ‘turn down’ other partner-
ship options (or potential partners to avoid approaching), leading to
a lack of viable options for the manufacturer, which is a key compo-
nent of relative dependence. It is also interesting to consider the
potential link between the two different enforcement mechanisms.
In fact, it makes good sense to argue that a lower level of formal con-
tractual enforcement will naturally leave a gap in governance which
the manufacturer will be keen to make up with less formal social en-
forcement mechanisms. Finally, it stands to reason that if manufac-
turers invest in a distribution partner (pledges of investment) to
some extent, they will feel they have more to lose with relationship
dissolution (i.e. relative dependence).

Furthermore, Fuzzy-CSar is able to uncover non-hypothesized re-
lationships between more than two variables, which is not possible
without a priori modeling in regression and SEM. For example, rules
that denote very strong associations among more than two variables
(which could be considered as similar to interactive relationships in a
regression context) uncovered from GB's sample were:

a) Low manufacturer's pledge of exclusivity and high loyalty
commitment → high use of social enforcement mechanism with
s = 0.438 and c = 0.943

b) High manufacturer's trust in distributor and high loyalty
commitment → high use of social enforcement mechanism with
s = 0.427 and c = 0.981
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c) High loyalty commitment and low use of contractual enforcement
mechanism → high use of social enforcement mechanism with
s = 0.387 and c = 0.949.

Again, in a theoretical sense, such rules appear to have enoughmerit
to warrant further investigation and confirmatory testing in a scholarly
context. For example, while GB's original H1a argued for a link between
high loyalty commitment and high social enforcement, in situations
where there is a low level of manufacturer exclusivity, the link may be
especially strong. This is because in such contexts, there is little
constraint on the manufacturer with regard to using competitive dis-
tributors, and it is likely that the only thing bonding the manufacturer
to a distributor in any kind of channel relationship at all is some kind
of informal social enforcement mechanism, which is naturally stronger
in a situation where the manufacturer feels some kind of emotional
bond (loyalty) to the distributor. The link between loyalty and social en-
forcement is also likely to be especially strong in situations of high trust,
since trust and loyalty may operate as a kind of self-reinforcing system
or ‘virtuous circle’ — each helping to build the other. Finally, it makes
some sense to argue that the link between low levels of contractual en-
forcement and high levels of social enforcement will be stronger with
higher levels of loyalty commitment, since the greater interaction in
loyal partnerships will lead to a higher level of cooperative behaviors,
each reinforcing the willingness of the partners to rely on such mecha-
nisms to govern the relationship in the absence of contracts.

All these rules indicate the existence of new and potentially interest-
ing associations between variables, that not previously considered by
knowledge extraction methods based on a priori structures (i.e. models).
In fact, existing research in the area has not examined in detail the associ-
ations posited above — perhaps because much extant channels theory
structures conceptual development in such a way that researchers may
avoid hypothesizing such relationships. Thus, the marketing expert can
then read the information provided by these kinds of rules and use
them to explain or support a decisional problem from new perspectives.

9. Conclusions

In this paper, we have highlighted the importance of marketing
intelligent systems – and in particular, of computerized techniques
based on AI – in order to extract novel, useful and interesting knowl-
edge from large volumes of data that may be helpful to support stra-
tegic and operational decisions. More specifically, we have proposed
the use of Fuzzy-CSar, a KDD solution that does not need to have
any a priori information about the problem, to complement the
theory-driven analysis of marketing problems and data bases. The
value of the new methodology can be leveraged by any marketing
problem in general, but especially for the complex, ill-defined or un-
structured problems that are usually found in strategic spheres.

In order to test the value provided by theproposedmethodology,we
have addressed the marketing scenario originally treated in GB. We
have applied our system to the original data without any a priori infor-
mation on potential subjacent structures of relationships (e.g. possible
models) in variables, and have analyzed the system outcome – i.e., the
fuzzy rules returned by the system – at the end of the run. The results
suggest the following four key issues.

• The application of Fuzzy-CSar supported all the hypotheses also sup-
ported by themultivariate statistical technique applied in the param-
eterization stage of the original study (SEM, in this case); the system
therefore yielded similar conclusions as the theory-driven approach
in the first instance.

• In addition to confirming the original hypothesis, the proposed
system provided an explanation of why each hypothesis was either
supported or rejected.

• As our system does not depend on any a priori model, it could discov-
er new interesting associations between two or more variables that
integrate certain decisional scenario.
• The use of fuzzy logic – and specifically, of linguistic terms – resulted
in a type of association rules that could be easily read by subject
experts, and also by management practitioners, especially when
compared to the probabilistic values returned by the statistical tests
usually applied in traditional scholarly analyses.

Thus, it can be seen that the unsupervised learning approach looks
to have substantial utility for practitioners looking for robust methods
with which to interrogate the large data bases commonly found in the
marketing function of an organization.

Another interesting point to note when discussing the utility of our
approach in this regard concerns the characteristics of the structural
equation modelling method used in GB. This is a statistical-based
modeling method commonly used in scholarly research, so applying
our method also presents benefits within an academic context. If one
is to move from a confirmatory approach to SEM to a more exploratory
one (e.g. generating hypotheses from the data), one could use various
indications – such as modification indices – provided by the SEM pack-
age to explore the potential for additional hypotheses for testing. How-
ever, the advantage of Fuzzy-CSar here is clear in the rules that were
reported above. Specifically, our system can uncover rules concerning
only part of the range of each variable – e.g. medium loyalty commit-
ment associated with medium relative dependence. Such a rule would
be unlikely to return a positive modification index in SEM because
SEM in general requires linear relationships, and therefore needs a rela-
tionship to be relatively consistent across the entire range of the depen-
dent and independent variables. Thus, relying on SEM to provide
information on such additional relationships is potentially dangerous.
While this may not be a problem in the testing of a strong a priori the-
ory, if one looks to directly test issues such as competing hypotheses
(of which mediation is one example), or other more exploratory goals,
Fuzzy-CSar looks to have much to offer.

Overall, the results of our case study indicate that the application
of the Marketing Intelligent System we propose in this paper prom-
ises great benefits, especially with respect to the ease of its applica-
tion. Likewise, we would like to highlight (particularly to scholars)
that the application of Fuzzy-CSar does not necessarily need to be
taken as a replacement of the typical theory-driven approach, but as
a complement. That is to say, the system can be applied to raw data
as a complement to test hypotheses initially specified by a theory-
driven approach and to detect new interesting relationships, or to
serve as inspiration to the marketing expert to tackle decisional prob-
lems from new positions.
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