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Jerzy.Stefanowski@cs.put.poznan.pl

Abstract. Imbalance data constitutes a great difficulty for most algo-
rithms learning classifiers. However, as recent works claim, class imbalance
is not a problem in itself and performance degradation is also associated
with other factors related to the distribution of the data as the presence of
noisy and borderline examples in the areas surrounding class boundaries.

This contribution proposes to extend SMOTE with a noise filter called
Iterative-Partitioning Filter (IPF), which can overcome these problems.
The properties of this proposal are discussed in a controlled experimen-
tal study against SMOTE and its most well-known generalizations. The
results show that the new proposal performs better than exiting SMOTE
generalizations for all these different scenarios.

Keywords: Classification, imbalanced data, SMOTE, class noise, noise
filters.

1 Introduction

Real-world classification problems from many fields present a highly imbalanced
distribution of examples among the classes. In imbalance data one class is rep-
resented by a much smaller number of examples than the other classes. The
minority class is usually the most interesting one [2] and thus class imbalance
becomes a source of difficulty for most learning algorithms which assume an
approximately balanced class distribution. As a result, minority class examples
usually tend to be misclassified. Re-sampling methods modify the balance be-
tween classes by taking into account local properties of examples. Among these
methods, the Synthetic Minority Over-sampling Technique (SMOTE) [5] is one
of the most well-known.
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Even though SMOTE achieves a better distribution of the number of examples
in each class it presents several drawbacks related to its blind oversampling.
These drawbacks may aggravate even more the difficulties produced for noisy
and borderline examples as some researchers have shown that the class imbalance
ratio (IR) is not a problem itself. For instance in [14] the influence of noisy
and borderline examples on classification performance in imbalanced datasets is
experimentally studied. Borderline examples are those located either very close
to the decision boundary between minority and majority classes or located in the
area surrounding class boundaries where classes overlap. In [14] noisy examples
are referred as those located deep inside the region of the other class.

The main aim of this contribution is to examine a new extension of SMOTE,
where the IPF noise filter is combined with it resulting in SMOTE-IPF, com-
pared to other re-sampling methods also based on generalizations of SMOTE.
Its suitability for handling noisy and borderline examples in imbalanced data
will be particularly evaluated as they are one of the main sources of difficulties
for learning algorithms. In order to control the noise scenario, the experimen-
tal study will be carried out with special synthetic datasets containing different
shapes of the minority class example boundaries and levels of borderline exam-
ples as considered in related studies [14]. After preprocessing these datasets, the
performances of the classifiers built with C4.5 will be evaluated and they will be
also contrasted using the proper statistical tests.

The rest of this contribution is organized as follows. Section 2 presents the
imbalanced dataset problem and the motivations of our extension of SMOTE.
Section 3 describes the experimental framework and includes the analysis of the
experimental results. Finally Section 4 presents some concluding remarks.

2 Borderline and Noisy Examples in Imbalanced Datasets

In this section, first the problem of imbalanced datasets related to borderline
and noisy examples is described in Section 2.1. Next the details of the proposed
extension of SMOTE to solve these issues are given in Section 2.2.

2.1 Imbalanced Classification with Borderline and Noisy Examples

The main difficulty of imbalanced datasets is that standard classifiers tend to
misclassify examples belonging to the minority class. This is because accuracy
does not distinguish between the number of correct labels of different classes,
and thus measures without these drawbacks have been proposed in the literature
[10]. This paper considers the usage of the Area Under the ROC Curve (AUC)
measure, which provides a single-number summary for the performance of learn-
ing algorithms and it is recommended in many other works on imbalanced data.

Imbalance ratio is not the only source of difficulty for classifiers. Recent works
have indicated other relevant issues related to the degradation of performance.
Closely related to the overlapping between classes, in [14] another interesting
problem in imbalanced domains is pointed out: the higher or lower presence
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of examples located in the area surrounding class boundaries, which are called
borderline examples. Researchers have found that misclassification often occurs
near class boundaries where overlapping usually occurs as well and it is hard to
find a feasible solution for it [9].

The authors in [14] showed that classifier performance degradation was
strongly affected by the quantity of borderline examples and that the presence of
other noisy examples located farther outside the overlapping region was also very
difficult for re-sampling methods. To clarify terminology, one must distinguish
(inspired by [14,13]) between safe, borderline and noisy examples:

– Safe examples are placed in relatively homogeneous areas with respect to
the class label.

– Borderline examples are located in the area surrounding class boundaries,
where either the minority and majority classes overlap or these examples are
very close to the difficult shape of the boundary - in this case, these examples
are also difficult as a small amount of the attribute noise can move them to
the wrong side of the decision boundary [13].

– Noisy examples are individuals from one class occurring in the safe areas of
the other class. According to [13] they could be treated as examples affected
by class label noise.

This contribution focuses on studying the influence of noisy and borderline
examples on generalizations of SMOTE considering the synthetic datasets used
in [14] where safe, borderline and noisy examples are distinguished. The ex-
amples belonging to the two last groups often do not contribute to correct class
prediction [11]. Therefore removing them partially or completely should improve
classification performance and we propose to use noise filters to achieve this goal.
We are particularly interested in ensemble filters as they are the most careful
while deciding whether an example should be viewed as noise and removed.

2.2 Combining SMOTE and IPF

SMOTE is one of the most well-known and used re-sampling techniques. It gen-
erates new synthetic examples of the minority class by along the linear space
between every minority example and some of its randomly selected k-nearest
neighbors. One of the main shortcomings of SMOTE is overgeneralization as
SMOTE blindly generalizes regions of the minority class without checking posi-
tions of the nearest examples from the majority classes. These problems may be
aggravated with some distributions of data when imbalanced datasets are suffer-
ing from noisy and borderline examples. As result SMOTE is usually combined
with an additional cleaning to remove noisy and borderline examples [11].

Combining SMOTE with an additional step of under-sampling aims to remove
mislabeled data from the training data after the usage of SMOTE. However, they
do not perform this task as well as they should in all cases. Specific and more
powerful methods designed to eliminate mislabeled examples are thus required
to successfully deal with noise data in imbalanced domains. Noise filters are
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preprocessing mechanisms designed to detect and eliminate noisy examples in
the training set [3,12,15]. The result of noise elimination in preprocessing is
a reduced training set which is then used as an input to a machine learning
algorithm.

In addition, there are many other noise filters based on the usage of ensembles
[7]. Similar techniques have been widely developed considering the building of
several classifiers with the same learning algorithm [8,17]. Instead of using mul-
tiple classifiers learned from the same training set, in [8] a Classification Filter
approach is suggested, in which the training set is partitioned into n subsets,
then a set of classifiers is trained from the union of any n−1 subsets; those clas-
sifiers are used to classify the examples in the excluded subset, eliminating the
examples that are incorrectly classified. This paper proposes to extend SMOTE
with one of this ensemble filters that has proven to work specially well: the IPF
filter [12].

IPF removes noisy examples in multiple iterations until a stopping criterion is
reached. The iterative process stops when, for a number of consecutive iterations
k, the number of identified noisy examples in each of these iterations is less than
a percentage p of the size of the original training dataset. Initially, the method
starts with a set of noisy examples A = ∅. The basic steps of each iteration are
the following:

1. Split the current training dataset E into n equal sized subsets.
2. Build a classifier with the C4.5 algorithm over each of these n subsets and

use them to evaluate the whole current training dataset E.
3. Add to A the noisy examples identified in E using a voting scheme (consensus

or majority).
4. Remove the noisy examples: E ← E \A.

Two voting schemes can be used to identify noisy examples: consensus and
majority. The former removes an example if it is misclassified by all the classifiers,
whereas the latter removes an example if it is misclassified by more than half of
the classifiers.

The parameter setup for the implementation of IPF used in this work has
been determined experimentally in order to better fit it to the characteristics of
imbalanced datasets with noisy and borderline examples once they have been
preprocessed with SMOTE. More precisely, the majority scheme is used to iden-
tify the noisy examples, n = 9 partitions with random examples in each one are
created and k = 3 iterations for the stop criterion and p = 1% for the percentage
of removed examples are considered.

In short, the SMOTE algorithm balances the class distribution and it helps
to fill in the interior of sub-parts of the minority class whereas IPF removes
the noisy examples originally present in the dataset and also those created by
SMOTE cleaning up the boundaries of the classes making them more regular.
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(a) Sub-cluster (b) Clover (c) Paw

Fig. 1. Shapes of the minority class

3 Experimental Analysis

In this section we present the details of the experimental study developed. Sec-
tion 3.1 shows how the synthetic imbalanced datasets with borderline examples
were built. Then Section 3.2 presents the results and their analysis.

3.1 Datasets and Re-sampling Techniques for Comparison

This paper uses the family of synthetic datasets earlier used in research on the
role of borderline examples [14] and generated by special software and evaluated
[16] on the role of borderline examples for different basic classifiers, such as C4.5,
and re-sampling methods.

The synthetic datasets consist of two classes (the minority versus the majority
class) with examples randomly and uniformly distributed in the two-dimensional
real-value space. Datasets with 600 examples and IR = 5 and datasets with 800
examples and IR = 7 are considered.

Three different shapes of the minority class examples are used. Sub-cluster
(Figure 1a) where the examples from the minority class are located inside rect-
angles following related works on small disjuncts. Clover (Figure 1b) represents
a more difficult, non-linear setting, where the minority class resembles a flower
with elliptic petals. In Paw (Figure 1c) the minority class is decomposed into
3 elliptic subregions of varying cardinalities, where two subregions are located
close to each other, and the smaller sub-region is separated.

By increasing the ratio of borderline examples, i.e., the disturbance ratio, from
the minority class subregions we consider 5 levels of DR: 0%, 30%, 50%, 60%
and 70%. The width of the borderline overlapping areas is comparable to the
width of the safe parts of sub-regions.

The proposal SMOTE-IPF is compared using these datasets against well-
known re-sampling techniques to adjust the class distribution: SMOTE-ENN [1]
is filtering-based approach based on extending SMOTE with an additional fil-
tering, whereas SL-SMOTE [4] is based on directing the creation of the positive
examples (change-direction methods). The aforementioned preprocessing tech-
niques will be analyzed comparing the AUC results obtained by C4.5 for our
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Table 1. AUC results obtained by C4.5 on synthetic datasets

Dataset SMOTE SMOTE-ENN SL-SMOTE SMOTE-IPF
sub-cluster IR=5, DR=0 93.00 90.00 91.50 92.70
sub-cluster IR=5, DR=30 81.90 81.80 82.20 83.40
sub-cluster IR=5, DR=50 80.80 77.80 80.40 77.80
sub-cluster IR=5, DR=60 78.60 77.00 78.10 79.70
sub-cluster IR=5, DR=70 77.50 77.00 82.30 80.10
sub-cluster IR=7, DR=0 94.79 93.07 90.79 95.21
sub-cluster IR=7, DR=30 81.57 79.64 81.71 83.00
sub-cluster IR=7, DR=50 78.29 75.29 81.29 78.57
sub-cluster IR=7, DR=60 80.21 75.71 81.36 79.79
sub-cluster IR=7, DR=70 82.50 78.21 81.21 80.93
clover IR=5, DR=0 83.50 86.80 85.70 85.50
clover IR=5, DR=30 83.80 83.40 81.10 85.30
clover IR=5, DR=50 83.40 81.00 83.00 82.40
clover IR=5, DR=60 80.80 80.50 78.70 82.20
clover IR=5, DR=70 77.20 76.10 77.10 79.00
clover IR=7, DR=0 87.93 87.79 88.21 91.64
clover IR=7, DR=30 83.64 83.14 84.36 85.71
clover IR=7, DR=50 81.21 82.86 78.71 81.93
clover IR=7, DR=60 78.79 77.71 77.21 82.14
clover IR=7, DR=70 78.29 76.07 78.29 80.21
paw IR=5, DR=0 96.30 94.90 92.80 94.50
paw IR=5, DR=30 84.40 86.40 84.50 84.90
paw IR=5, DR=50 84.60 83.30 85.00 84.90
paw IR=5, DR=60 81.00 81.30 82.30 83.30
paw IR=5, DR=70 82.80 83.50 82.70 83.40
paw IR=7, DR=0 93.43 93.93 92.93 94.29
paw IR=7, DR=30 84.29 84.93 83.50 85.29
paw IR=7, DR=50 85.00 84.79 84.29 85.79
paw IR=7, DR=60 83.36 80.71 83.00 82.14
paw IR=7, DR=70 82.57 80.57 84.14 85.71

approach against applying SMOTE alone, SMOTE-ENN and SL-SMOTE. Ad-
ditionally, statistical comparisons in each of these cases will be also performed
using Wilcoxon’s signed ranks statistical test [6].

3.2 Results on Synthetic Datasets

Table 1 presents the AUC results obtained by C4.5 on each synthetic dataset
when preprocessing with each re-sampling approach considered in this paper.
The best case for each dataset is remarked in bold. From these results, we can
observe that increasing DR, fixing a shape of the minority class and an IR,
strongly deteriorates the performance of C4.5 in all cases. SMOTE-IPF obtains
better results than the rest of the re-sampling methods in 16 of the 30 datasets
considered and obtains results close to the best performances in the rest of the
cases. Highest improvements of SMOTE-IPF are obtained in non-linear datasets,
since 12 of the 16 overall best performance results are obtained in them.

Table 2 collects the results of applying Wilcoxon’s signed ranks statistical
test between SMOTE-IPF versus the re-sampling techniques. As the p-values
and the sums of ranks show, SMOTE-IPF produces a statistically significant
improvement in the results obtained. From these results we can conclude that
SMOTE-IPF performs better than other SMOTE versions when dealing with



Managing Borderline and Noisy Examples in Imbalanced Classification 67

Table 2. Wilcoxon’s test results for the comparison of SMOTE-IPF (R+) versus
SMOTE variants (R−) from AUC results obtained by C4.5

Methods R+ R− pWilcoxon

SMOTE-IPF vs. SMOTE 366.0 99.0 0.0050
SMOTE-IPF vs. SMOTE-ENN 408.0 27.0 < 0.0001
SMOTE-IPF vs. SL-SMOTE 362.5 102.5 0.0070

the synthetic imbalanced datasets built with borderline examples, particularly
in those with non-linear shapes of the minority class.

4 Concluding Remarks

This work proposes to extend SMOTE by a new element, the IPF noise filter, to
control the presence of noisy and borderline examples and the noise introduced
by the balancing between classes produced by SMOTE and to make the class
boundaries more regular. Synthetic imbalanced datasets with different shapes of
the minority class, imbalance ratios and levels of borderline examples have been
used to analyze the suitability of this approach. All these datasets have been
preprocessed with SMOTE-IPF and several well-known re-sampling techniques.

AUC values using C4.5 over the preprocessed datasets and the supporting
statistical test have shown that our proposal has a notably better performance
when dealing with imbalanced datasets with noisy and borderline examples,
especially in the non-linear synthetic datasets. This work opens future efforts on
analyzing the proposal on real datasets with class and attribute noise, as well
as using more and different classifiers to check the suitability of the proposed
method.
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