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ABSTRACT
Sometimes, we find decision situations in which it is difficult to express some preferences by means of concrete preference degrees. In this paper, we present a consensus model for group decision making problems in which the experts use linguistic interval fuzzy preference relations to represent their preferences. This model is based on two consensus criteria, a consensus measure and a proximity measure, and on the concept of coincidence among preferences. We compute both consensus criteria in the three representation levels of a preference relation and design an automatic feedback mechanism to guide experts in the consensus reaching process.

1. Introduction

A group decision making (GDM) problem may be defined as a decision problem with several alternatives and a panel of decision makers or experts that try to achieve a common solution taking into account their opinions or preferences.

Usually, some problems present quantitative aspects which can be assessed by means of precise numerical values with the help of fuzzy Theory (Alonso, Herrera-Viedma, Chiclana, & Herrera, 2009b, 2010; Chiclana, Herrera, & Herrera-Viedma, 1998, 2001, 2002; Kacprzyk, Nurmi, & Fedrizzi, 1997). However, some problems present also qualitative aspects that are complex to assess by means of these numerical values. In such situations, a fuzzy linguistic approach (Alonso, Cabrero, Chiclana, Herrera, & Herrera-Viedma, 2009a; Cabrero, López-Gijón, Ruiz-Rodríguez, & Herrera-Viedma, 2010b, 2010c; Herrera & Herrera-Viedma, 2000a, 2000b; Herrera-Viedma, Martínez, Mata, & Chiclana, 2005; Herrera, Herrera-Viedma, & Martinez, 2008; Mata, Martínez, & Herrera-Viedma, 2009; Xu, 2005, 2007; Zadeh, 1975a, 1975b, 1975c) can be used to obtain a better solution. Our interest is focused on GDM problems in which the experts express their preferences by means of linguistic terms instead of precise numerical values.

Many of these problems use linguistic variables assessed in linguistic term set (labels) and each expert provides his/her opinions on the set of alternatives as a linguistic fuzzy preference relation. However, an expert could have a vague knowledge about the linguistic preference degree or label of the alternative $i$ over $j$ and could not estimate his/her preference with only one label. In such cases, it is useful to use linguistic interval fuzzy preference relations.

The resolution method for a GDM problem is composed by two different processes (Herrera, Herrera-Viedma, & Verdegay, 1995, 1996a; Pérez, Cabrero, & Herrera-Viedma, 2011):

1. Consensus process: This process refers to how to obtain the maximum degree of consensus or agreement among the experts on the solution alternatives.
2. Selection process: This process consists in how to obtain the solution set of alternatives from the opinions on the alternatives given by the experts.

We can find some proposals of selection process for GDM problems under interval fuzzy preference relations (Genç, Boran, Akay, & Xu, 2010; Jiang, 2007; Xu, 2004; Xu & Chen, 2008). Up to date, however no investigation has been devoted to model the consensus in GDM problems under linguistic interval fuzzy preference relations. This paper is focused on the definition of a new consensus model for GDM problems with linguistic interval fuzzy preference relations. In Tapia-García et al. (2012) we present a new consensus model under fuzzy interval preference relations and, in this paper, we extended that proposal to work in a linguistic context.

Normally, in GDM problems, a group of experts initially can have disagreeing preferences and it is necessary to develop a consensus reaching process. Usually, a consensus reaching process
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can be viewed as a dynamic process where a moderator via exchange of information and rational arguments, tries the experts to update their opinions. In each step, the degree of actual consensus and the distance from an ideal consensus is measured. This is repeated until the distance to the ideal consensus is considered sufficiently small. Traditionally, the ideal consensus meant as a full and unanimous agreement of all experts’ preferences. This type of consensus is an utopian consensus and it is very difficult to achieve it. This has led to the use and definition of a new concept called “soft” consensus degree (Kacprzyk, 1987; Kacprzyk & Fedrizzi, 1986; Kacprzyk & Fedrizzi, 1988) which assesses the consensus degree in a more flexible way. The soft consensus measures that allow to measure the closeness among experts’ opinions are based on the concept of coincidence (Cabrerozio, Moreno, Pérez, & Herrera-Viedma, 2010a; Herrera, Herrera-Viedma, & Verdegay, 1999b). We can identify three different approaches to apply coincidence criteria to compute soft consensus measures (Cabrerozio et al., 2010a):

1. Consensus models based on strict coincidence among preferences. In this case, similarity criteria among preferences provided by the experts are used to compute the coincidence concept. Only two possible results are assumed: the total coincidence (value 1) or null coincidence (value 0) (Kacprzyk, 1987; Herrera, Herrera-Viedma, & Verdegay, 1996b, 1997a).

2. Consensus models based on soft coincidence among preferences. As stated above. However, in this case, a major number of possible coincidence degrees are considered. It is assumed that the coincidence concepts is a gradual concept, which could be assessed with different degrees defined in the unit interval [0,1]. These are the most popular consensus models (Bordogna, Fedrizzi, & Pasi, 1997; Cabrerozio, Alonso, & Herrera-Viedma, 2009, 2010b; Fedrizzi, Kacprzyk, & Nurmi, 1993; Herrera et al., 1997b; Herrera-Viedma et al., 2005, Herrera-Viedma, Alonso, Chiclana, & Herrera, 2007a; Kacprzyk, 1987; Kacprzyk & Fedrizzi, 1986, 1988; Pérez, Cabrerozio, & Herrera-Viedma, 2010, 2011).

3. Consensus models based on coincidence among solutions. In this case, similarity criteria among the solutions obtained from the experts’ preferences are used to compute the coincidence concept and different degrees assessed in [0,1] are assumed (Ben-Arieh & Chen, 2006; Herrera-Viedma, Herrera, & Chiclana, 2002).

The aim of this paper is to present a new consensus model based on soft coincidence among preferences for GDM problems under linguistic interval fuzzy preference relations. As in Herrera et al. (1996b, 1997a, 1997b) this new consensus model is based on two consensus criteria to guide the consensus reaching process:

- (1) A consensus measure. This measure evaluates the agreement of all the experts. It is used to guide the consensus process until the final solution is achieved.
- (2) A proximity measure. This measure evaluates the agreement between the experts’ individual opinions and the group opinion. It is used to guide the group discussion in the consensus process.

We compute both measures on the three levels of representation of linguistic interval fuzzy preference relations: level of pair, level of alternative and level of relation. Then, we design an automatic feedback mechanism to guide experts in the consensus reaching process and substitute the moderator’s activity.

This paper is set out as follows. The GDM problem based on linguistic interval fuzzy preference relations is described in Section 2. Section 3 presents the new consensus model. A practical example is given in Section 4. Finally, in Section 5 we draw our conclusions.

2. The GDM problem with linguistic interval fuzzy preference relations

This section briefly describes the GDM problems with linguistic interval fuzzy preference relations and the resolution process used to obtain the solution set of alternatives.

2.1. A fuzzy linguistic approach

As aforementioned, an expert could have some difficulties to estimate his/her preference degrees with exact numerical values. So, another possibility is to use linguistic labels (Carrasco, Villar, Hornos, & Herrera-Viedma, 2011; Herrera-Viedma, Herrera, Martínez, Herrera, & Lopez-Herrera, 2004; Herrera-Viedma & Lopez-Herrera, 2007, 2010; Herrera-Viedma & Peis, 2003; Morales-del-Castillo, Peis, Ruiz-Rodriguez, & Herrera-Viedma, 2010; Moreno, Morales del Castillo, Porcel, & Herrera-Viedma, 2010; Porcel & Herrera-Viedma, 2010).

According to Herrera and Herrera-Viedma (1997, 2000b), as the linguistic assessments are merely approximate ones given by the experts, we can consider that linear trapezoidal membership functions are good enough to capture the vagueness of these linguistic assessments. This representation is achieved by the 4-tuple \( (a, b_i, c_i, b_i) \). The first two parameters indicate the interval in which the membership value is 1.0; the third and fourth parameters indicate the left and right widths of the distribution.

We shall consider a finite and totally ordered label set \( S = \{s_1,\ldots,s_T\} \) in the usual sense and with odd cardinality, where each label \( s_i \) represents a possible value for a linguistic real variable.

**Example 1.** We could use the following nine linguistic label set with their respective associated semantics to express the preferences:

<table>
<thead>
<tr>
<th>Label</th>
<th>Semantic</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Certain</td>
<td>(1.00, 1.00, 0.00, 0.00)</td>
</tr>
<tr>
<td>EL</td>
<td>Extremely likely</td>
<td>(0.98, 0.99, 0.05, 0.01)</td>
</tr>
<tr>
<td>ML</td>
<td>Most likely</td>
<td>(0.78, 0.92, 0.06, 0.05)</td>
</tr>
<tr>
<td>MC</td>
<td>Meaningful chance</td>
<td>(0.63, 0.80, 0.05, 0.06)</td>
</tr>
<tr>
<td>IM</td>
<td>It may</td>
<td>(0.41, 0.58, 0.09, 0.07)</td>
</tr>
<tr>
<td>SC</td>
<td>Small chance</td>
<td>(0.22, 0.36, 0.05, 0.06)</td>
</tr>
<tr>
<td>VLC</td>
<td>Very low chance</td>
<td>(0.10, 0.18, 0.06, 0.05)</td>
</tr>
<tr>
<td>EU</td>
<td>Extremely unlikely</td>
<td>(0.01, 0.02, 0.01, 0.05)</td>
</tr>
<tr>
<td>I</td>
<td>Impossible</td>
<td>(0.00, 0.00, 0.00, 0.00)</td>
</tr>
</tbody>
</table>

2.2. The GDM problem

Let \( X = \{x_1, x_2, \ldots, x_n\} (n \geq 2) \) be a finite set of alternatives to be evaluated by a finite set of experts, \( E = \{e_1, e_2, \ldots, e_m\} (m \geq 2) \). The GDM process consists to find the best alternative according to the experts’ preferences \( P^1, P^2, \ldots, P^m \).

In a usual GDM problem we assume that the experts provide their preferences on \( X \) by means of the fuzzy preference relations, \( P^k \subset X \times X \), with membership function

\[ \mu_{pk} : X \times X \to S, \]

where \( \mu_{pk}(x_i, x_j) = p^k_{ij} \) denotes the preference degree of the alternative \( x_i \) over \( x_j \). In a linguistic context we could assume the following:

- \( p^k_{ij} = s_{ij} \) indicates indifference between \( x_i \) and \( x_j \).
- \( p^k_{ij} > s_{ij} \) indicates that \( x_i \) is unanimously preferred to \( x_j \).
- \( p^k_{ij} > s_{ij} \) indicates that \( x_i \) is preferred to \( x_j \).
Furthermore, it is usual to assume that \( p^i \) is reciprocal (Chiclana et al., 1998, Chiclana, Herrera-Viedma, Alonso, & Herrera, 2009b; Orlovsky, 1978; Tanino, 1988), i.e., \( p^T_i = s_i \) then \( p^R_i = s_{R-i} \), and \( p^0_i = - (\text{undefined}) \).

In this paper we assume that the experts’ preferences on \( X \) are described by means of the linguistic interval fuzzy preference relations, \( \mathbb{P}^i \subset X \times X \), with membership function

\[
\mu^i_{pk} : X \times X \rightarrow \mathbb{S} \times \mathbb{S}.
\]

where \( \mu^i_{pk}(x, x_j) = \left[ p^k_i - p^{k+1}_i, p^{k+1}_i - p^k_i \right] \) denotes the linguistic interval fuzzy preference degree of the alternative \( x_i \) over \( x_j \) with \( s_0 \leq p^k_i \leq p^{k+1}_i \leq s_r \). Furthermore, according to the ordering induced by set \( S \), we define a natural function:

\[
s : S \rightarrow \mathbb{N}
\]

as

\[
s(p^i_j) = a \quad \text{if} \quad p^i_j = s_a.
\]

- if \( s(p^i_j) + s(p^{k+1}_j) = T \) indicates indifference between \( x_i \) and \( x_j \),
- if \( s(p^i_j) + s(p^{k+1}_j) > T \) indicates that \( x_i \) is preferred to \( x_j \),
- if \( s(p^i_j) + s(p^{k+1}_j) < T \) indicates that \( x_j \) is preferred to \( x_i \).

In this case, we assume that if \( p^k_i = s_i \) then \( p^{k+1}_i = s_{R-i} \), and \( p^k_i = p^{k+1}_i = - (\text{undefined}) \).

2.3. The LOWA operator

We use the linguistic ordered weighted averaging (LOWA) operator (Herrera, Herrera-Viedma, & Verdegay, 1996c) based on the OWA operator defined by Yager (1988).

Let \( \{a_1, \ldots, a_m\} \) be a set of labels to be aggregated, then the LOWA operator, \( \phi \), is defined as

\[
\phi(a_1, \ldots, a_m) = W \cdot B^T = \sum_{j=1}^{m} b_j \cdot \left(1 - w_j\right) \otimes C^{-1}\left(\beta_h, b_h, h = 2, \ldots, m\right),
\]

where \( W = [w_1, \ldots, w_m] \), is a weighting vector, such that, \( w_i \in [0,1] \) and \( \sum w_i = 1 \); \( b_h = w_h / \sum w \), \( h = 2, \ldots, m \), and \( B \) is the associated ordered label vector. Each element \( b_i \in B \) is the \( i \)-th largest label in the collection \( a_1, \ldots, a_m \). \( C^m \) is the convex combination operator of \( m \) labels and if \( m = 2 \), then it is defined as

\[
C^2\left(w_i, b_i, i = 1, \ldots, m\right) = w_i \otimes b_i \otimes (1 - w_i) \otimes s_i = s_0, s_j, s_i (j \geq i)
\]

such that \( k = \min \{ Ti \otimes \text{round}(w_1 \cdot (j - i)) \} \), where round is the usual round operation, and \( b_i = s_0, b_2 = s_1 \). If \( w_j = 1 \) and \( w_i = 0 \) with \( i \neq j \), then the convex combination is defined as:

\[
C^m\left(w_i, b_i, k = 1, \ldots, m\right) = b_j.
\]

Yager suggested a way to compute the weights of the OWA aggregation operator using linguistic quantifiers, which, in the case of a non-decreasing proportional quantifier \( Q \), is given by this expression (Yager, 1988, 1993):

\[
w_i = Q(i/n) - Q((i - 1)/n), \quad i = 1, \ldots, n.
\]

where the membership function of \( Q \) can be represented as

\[
Q(r) = \begin{cases} 
0, & \text{if } r < a, \\
\frac{r - a}{b - a}, & \text{if } a \leq r \leq b, \\
1, & \text{if } r > b.
\end{cases}
\]

with \( a, b, r \in [0,1] \). When a fuzzy linguistic quantifier \( Q \) is used to compute the weights of the LOWA operator \( \phi \), it is symbolized by \( \phi_Q \).

2.4. Resolution process of the GDM problem

In this context, the resolution process of the GDM problem consists in obtaining a set of solution alternatives from the preferences given by the experts. Usually, the resolution process of the GDM problem consists in obtaining a set of solution alternatives from the preferences given by the experts. As aforementioned, usually this resolution process is composed of two phases: consensus phase and selection phase. If we assume that the experts express their individual preferences by means of the interval fuzzy preference relations, then the resolution process would be as it is shown in Fig. 1.

The selection process to obtain is composed by two procedures in order to obtain the solution set of alternatives (Herrera & Herrera-Viedma, 1997; Herrera et al., 1995, Herrera, Herrera-Viedma, & Verdegay, 1996a, 1996c): (i) aggregation and (ii) exploitation.

2.4.1. Aggregation phase

A collective linguistic interval fuzzy preference relation is obtained by means of the aggregation of all individual linguistic interval fuzzy preference relations in this phase. This collective relation, called \( U \), indicates the global preference between every ordered pair of alternatives according to the majority experts’ opinions. For example, a possibility to obtain \( U \) in the case of the linguistic interval fuzzy preference relations it would be as follows:

\[
U = (U_{ij}) \quad \text{for } i, j = 1, \ldots, n \quad \text{with}
\]

\[
U_{ij} = U(p_{ij}, p_{ji}) = \phi\left(\frac{p^1_{ij}}{p^0_{ij}}, \ldots, \frac{p^n_{ij}}{p^0_{ij}}\right) = \left[\min\left(p^1_{ij} \cdot p^0_{ij}\right), \max\left(p^1_{ij} \cdot p^0_{ij}\right)\right] \quad \text{for } k = 1, \ldots, n
\]

with \( w_i = (0.01, 0.02) \) in \( \phi \) and \( w_j = (0.01, 0.02) \) in \( \phi \).

**Example 2.** Suppose two experts that using label set from Example 1 provide us the following preferences:

\[
\begin{align*}
\text{Alternative} & \quad \text{Experts} \\
A & \quad E, F, \quad B, D, \quad C \\
B & \quad E, F, \quad B, D, \quad C \\
C & \quad E, F, \quad B, D, \quad C \\
D & \quad E, F, \quad B, D, \quad C \\
E & \quad E, F, \quad B, D, \quad C \\
F & \quad E, F, \quad B, D, \quad C
\end{align*}
\]

![Fig. 1. Diagram of the GDM resolution process.](image-url)
\[ e^1 = \begin{pmatrix} \text{[VL], SC} & \text{[ML], C} \\ \text{[SC], IM} & \text{[VL]} \\ \text{[ML], C} & \text{[IM], MC} \end{pmatrix} \]

\[ e^2 = \begin{pmatrix} \text{[IM], MC} & \text{[ML], EL} \\ \text{[SC], MC} & \text{[VL], C} \end{pmatrix} \]

Therefore, using the previous aggregation tool we would obtain the following collective preference relation \( U \):

\[ U = \begin{pmatrix} \text{[VL], IM} & \text{[SC], MC} \\ \text{[SC], MC} & \text{[ML], C} \end{pmatrix} \]

### 2.4.2. Exploitation phase

Global and collective information about the alternatives is transformed into a global ranking of them, and then we choose the set of solution alternatives. To do so, it is usual choice functions of alternatives which applied on the collective preference relation allow us to obtain the ranking of alternatives (Herrera & Herrera-Viedma, 2000a). For example, we could define choice functions using the dominance concept (Herrera & Herrera-Viedma, 2000a).

So, for each alternative \( x_i \), we could calculate its dominance degree \( p_x \) from the collective linguistic interval fuzzy preference relation as

\[ p_{xi} = \sum_{j=1}^{n} \left( s\left( p_{ij}^x \right) + s\left( p_{ji} \right) \right)_{j \neq i} \]

In such a way, we obtain a classification of the alternatives:

If \( s(p_{xi}) > s(p_{xj}) \) then \( x_i \) is preferable to \( x_j \).

**Example 3.** From the collective linguistic interval fuzzy preference relations obtained in *Example 2* we could characterize each alternative with the following dominance degrees:

\[ p_{x_1} = 2 + 4 + 3 + 5 = 14 \]
\[ p_{x_2} = 4 + 6 + 6 + 8 = 24 \]
\[ p_{x_3} = 3 + 5 + 0 + 2 = 10 \]

So these alternatives can be classified from highest to lowest preference as:

\( x_2 \succ x_1 \succ x_3 \)

and therefore, the alternative \( x_2 \) is the recommended solution.

### 3. Consensus model under linguistic interval fuzzy preference relations

In Genç et al. (2010), Xu and Chen (2008) we can find different selection processes for GDM problems under interval fuzzy preference relations. As aforementioned, there not exist consensus models to deal with GDM problems under linguistic interval fuzzy preference relations. In the following section, we present a consensus process for GDM problems with linguistic interval fuzzy preference relations.

In this section we present a consensus model defined for GDM problems assuming that the experts express their preferences by means of the linguistic interval fuzzy preference relations. This model presents the following main characteristics:

1. It is based on two soft consensus criteria: a consensus measure and a proximity measure.
2. Both consensus criteria are defined using the coincidence among linguistic interval fuzzy preference relations provided by the experts (Cabrerizo et al., 2010a).
3. It incorporates a feedback mechanism that generates recommendations to the experts on how to change their linguistic interval fuzzy preference relations in the consensus reaching process.

Initially, we consider that in any non-trivial GDM problem the experts disagree in their opinions so that consensus has to be viewed as an iterate process, which means that the agreement is obtained only after many rounds of consultation. Then, in each round we calculate two consensus criteria, consensus measure and proximity measure (Herrera et al., 1996b, 1997a, 1997b). The former evaluates the level of agreement among all the experts and it guides the consensus process, and the latter evaluates the distance between the experts’ individual preferences and the group or collective ones and it supports the discussion phase of the consensus process. To do so, we compute the coincidence among linguistic interval fuzzy preference relations.

As quantitative context, in this situation the main problem is how to find a way of making individual positions converge. To do this, a consensus level required for each decision situation is fixed in advance (A). When the consensus measure reaches this level then the decision making session is finished and the solution is obtained applying a selection process. If that is not the case, the experts’ opinions must be modified. This is done in a group discussion session in which a feedback mechanism is used to supports the experts in changing their opinions. This feedback mechanism is defined using the proximity measures (Herrera-Viedma et al., 2002, 2005, 2007a; Mata et al., 2009). In order to avoid that the collective solution does not converge after several discussion rounds is possible fix a maximum number of rounds. The scheme of this consensus model for GDM is presented in Fig. 2. In the following subsections we present the components of this consensus model in detail, i.e., the consensus criteria and the feedback mechanism.

#### 3.1. Consensus and proximity measures

We calculate both consensus indicators in the following steps:

1. Firstly, we calculate the consensus relations of each expert \( e^k \), called \( C \), with respect to

\[
C^k = \left( C^k_{ij} \right) \text{ with } \left( |s(p_{ij}^k) - s(p_{ji}^k)| + s(p_{ij}^k) - s(p_{ji}^k) \right) / T \text{ for } i,j = 1, \ldots, n
\]

In this consensus relation each value \( C^k_{ij} \) represents the agreement degree of the expert \( e^k \) with the group of experts on the preference \( p_{ij} \).

2. Then, we define the linguistic consensus degree on a preference \( p_{ij} \) as

\[
LCD_{ij} = 1 - \sum_{k=1}^{m} C^k_{ij} / m \text{ or } LCD_{ij} = \left( 1 - \sum_{k=1}^{m} C^k_{ij} / m \right) * 100\%.
\]

We have a total consensus in the preference \( p_{ij} \) if \( LCD_{ij} = 1 \) or 100%.

3. We define the linguistic consensus degree in the alternative \( x_i \) as

\[
LCD_i = 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C^k_{ij} / (n-1)m \]

or

\[
LCD_i = \left( 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C^k_{ij} / (n-1)m \right) * 100\%.
\]

We have a total consensus in the alternative \( x_i \) if \( LCD_i = 1 \) or 100%.
Proposition 1.

\[ \sum_{j=1}^{n} \frac{LCD_{ij}}{(n-1)} = LCD_i \]

Proof. By definition \( LCD_{ij} = 1 - \sum_{k=1}^{m} C_{ij}^k / m \) and then

\[ \sum_{j=1}^{n} LCD_{ij} = \sum_{j=1}^{n} \left( 1 - \sum_{k=1}^{m} C_{ij}^k / m \right) = \sum_{j=1}^{n} 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / m \]

\[ = (n-1) - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / m \]

and therefore

\[ \sum_{j=1}^{n} \frac{LCD_{ij}}{(n-1)} = \frac{(n-1)}{(n-1)} - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n-1) \]

\[ = 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n-1)m = LCD_i. \]

4. We define the linguistic global consensus degree, LCD, as

\[ LCD = 1 - \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n^2 - nm) \]

or

\[ LCD = \left( 1 - \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n^2 - nm) \right) \times 100\% \]

In this case, \( 0 \leq LCD \leq 1 \) or \( 0 \% \leq LCD \leq 100\% \). We have a total consensus in the process if \( LCD = 1 \) or \( LCD = 100\% \). \( \square \)

Proposition 2.

\[ \sum_{j=1}^{n} LCD_{ij} / n = LCD \]

Proof. Similarly, \( LCD_i = 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n-1)m \) by definition, and then

\[ \sum_{j=1}^{n} LCD_{ij} = \sum_{j=1}^{n} \left( 1 - \sum_{k=1}^{m} C_{ij}^k / (n-1)m \right) \]

\[ = \sum_{j=1}^{n} 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n-1)m \]

\[ = n - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / (n-1)m \]

and therefore

\[ \sum_{j=1}^{n} LCD_{ij} / n = n / n - \left( \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / ((n-1)m) \right) / n \]

\[ = 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / ((n-1)mn) \]

\[ = 1 - \sum_{j=1}^{n} \sum_{k=1}^{m} C_{ij}^k / ((n^2 - nm)) = CD. \] \( \square \)

Example 4. From the collective preference relation obtained in Example 2, we obtain the following two consensus relations
and therefore, the global consensus degree is \( CD = 0.9167 \) or \( CD = 91.67\% \), and for example, the consensus degree in the alternative \( x_1 \) is \( CD_1 = 0.9063 \) or \( CD_1 = 90.63\% \), and the consensus degree on the preference \( p_{23} \) is \( CD_{23} = 0.9375 \) or \( CD_{23} = 93.75\% \).

5. Now, we continue the process in order to calculate the proximity measures. Firstly, we calculate the expert proximity relations, called \( F_e \), with respect to the collective preference relation \( U \) as

\[
F^k = \left( \begin{array}{cc} f^k_{xy} \end{array} \right)
\]

where

\[
f^k_{xy} = \frac{1}{2} \left( s(p^+_x) - s(p_y) \right)
\]

for \( i, j = 1, \ldots, n \) and \( p_x = \phi_0(p_y) \) and \( s(p_y) = 1 \) if \( p_y = s_y \).

6. Then, we define the proximity measure of the expert \( e^k \) on a preference \( p_y \) as

\[
PM^k_y = \left( |y^k_x| + |y^k_x|^+ \right) / 2T
\]

7. Then, we define the proximity measure of the expert \( e^k \) in an alternative \( x_i \) as

\[
PM^k_i = \sum_{i=1}^{n} PM^k_y / (n - 1)
\]

8. Then, we define the global proximity measure of the expert \( e^k \) as

\[
PM^k = \sum_{i=1}^{n} PM^k_i / n
\]

**Example 5.** Using the data given in Example 2 we obtain the following expert proximity relations for experts \( e^1 \) and \( e^2 \), respectively:

\[
F^1 = \left( \begin{array}{ccc} 0 & 0.125 & 0.000 \\ 0.125 & 0 & 0.125 \\ 0.000 & 0.125 & 0 \end{array} \right) \quad \text{and} \quad F^2 = \left( \begin{array}{ccc} 0 & 0.125 & 0.000 \\ 0.125 & 0 & 0.125 \\ 0.000 & 0.125 & 0 \end{array} \right)
\]

We obtain proximity measures for experts for each alternative,

\[
PM^1 = 0.063, PM^2 = 0.094
\]

\[
PM^3 = 0.094, PM^4 = 0.063
\]

\[
PM^5 = 0.094, PM^6 = 0.094
\]

and for the set of preferences

\[
PM^1 = 0.083, PM^2 = 0.083
\]

3.2. Moderator/feedback process

We can apply a feedback mechanism to guide the change of the expert’s opinions with use proximity matrices \( F^k \) (Herrera-Viedma et al., 2002, 2005, 2007a; Mata et al., 2009). This mechanism is able to help moderator in his/her tasks or even to substitute the moderator’s actions in the consensus reaching process. In such a way, the feedback process helps experts to change their preferences in order to achieve an appropriate agreement degree. The main problem for the feedback mechanism is how to find a way of making individual positions converge and, therefore, how to support the experts in obtaining and agreeing with a particular solution (Herrera-Viedma et al., 2002).

Usually, the feedback process is carried out in two phases: identification phase, and recommendation phase.

1. Identification phase: It is necessary compare global consensus degree \( LCD \) and a consensus threshold \( A \), previously fixed. Then, if \( LCD > A \) or \( LCD < A \) the consensus process will stop; on the other hand, if \( LCD < A \) a new consensus round must be applied. If the agreement among all experts is low, then there exist a lot of experts’ preferences in disagreement. In such a case, in order to bring the preferences closer to each other and so to improve the consensus situation, the number of changes in the experts’ preferences should be high. However, if the agreement is high, the majority of preferences is close and only a low number of experts’ preferences are in disagreement; it seems reasonable to change only these particular preferences. The procedure suggests modifying the preference values on all the pairs of alternatives where the agreement is not high enough. We find out the set of preferences to be changed as follows:

(a) Firstly, the pairs of alternatives with a consensus degree smaller than a threshold value \( A \) defined at level of pairs of alternatives, \( CD_j < A \), are identified.

(b) Secondly, we identify the experts that will be required to modify the identified pairs of alternatives. To do that, we use the expert proximity measures \( PM^k \) and \( PM^k_i \), and also we find a value threshold \( B \). The experts that are required to be modified are preferences whose \( PM^k > B \).

2. Recommendation phase. In this phase we recommend expert changes of their preferences according to some rules to change the opinions. Once the preferences to be changed and experts to send recommendations have been identified, we develop a recommendation phase. In this phase we apply a recommendation rules that inform experts on the right direction of the changes in order to improve the agreement. We must find out the direction of change to be applied to the preference assessment \( p^+_x \) or \( p^-_x \) for each expert \( k \) on a preference. To do this, we define the following rules:

(a) If \( s(p^+_x) - s(p_y) = f^+_x > 0 \) then expert \( e_k \) should decrease the assessment associated to the pair of alternatives \( (x_k, x) \).

(b) If \( s(p^-_x) - s(p_y) = f^-_x < 0 \) then expert \( e_k \) should increase the assessment associated to the pair of alternatives \( (x_k, x) \).

(c) If \( f^+_x < 0 \) then expert \( e_k \) should increase \( p^+_x \) and decrease \( p^-_x \) in the assessments associated to the pair of alternatives \( (x_k, x) \).

4. Example

Suppose that we three experts looking for a solution among a set of four possible alternatives. The experts’ preferences using linguistic interval fuzzy preference relations are:

\[
\]

\[
\]
and

\[
e^2 = \begin{pmatrix}
[IM, IM] & [I, VLC] & [VLC, SC] & -
\end{pmatrix}
\]

Then, we obtain the following collective linguistic interval fuzzy preference relation:

\[
U = \begin{pmatrix}
[IM, EL] & [I, IM] & [VLC, C] & -
\end{pmatrix}
\]

Now, we calculate the consensus relations of each expert

\[
C^1 = \begin{pmatrix}
- & 0.5 & 0.375 & 0.25 \\
0.5 & - & 0.25 & 0.375 \\
0.375 & 0.25 & - & 0.625 \\
0.25 & 0.375 & 0.625 & -
\end{pmatrix}
\]

\[
C^2 = \begin{pmatrix}
- & 0.625 & 0.125 & 0.125 \\
0.625 & - & 0.5 & 0.25 \\
0.125 & 0.5 & - & 0.5 \\
0.125 & 0.25 & 0.5 & -
\end{pmatrix}
\]

\[
C^3 = \begin{pmatrix}
- & 0.375 & 0.125 & 0.375 \\
0.375 & - & 0.5 & 0.25 \\
0.125 & 0.5 & - & 0.625 \\
0.375 & 0.25 & 0.625 & -
\end{pmatrix}
\]

Therefore, consensus degrees on the preferences \([p_i]\) are

\[
\begin{pmatrix}
- & 0.5 & 0.792 & 0.75 \\
0.5 & - & 0.583 & 0.708 \\
0.792 & 0.583 & - & 0.417 \\
0.75 & 0.708 & 0.417 & -
\end{pmatrix}
\]

and the global consensus degree is \(CD = 0.625\) or \(CD = 62.5\%\). If we fix a consensus threshold \(A = 0.7\) then it seems unacceptable to finish the decision making process.

Then, we calculate \(F^i\) for each expert

\[
F^1 = \begin{pmatrix}
- & (-3, -2) & (+1, +1) & (-1, 0) \\
(+1, +2) & - & (-1, +2) & (-2, -1) \\
(-2, -2) & (-3, 0) & - & (-1, 0) \\
(-1, 0) & (+1, +2) & (0, +1) & -
\end{pmatrix}
\]

\[
F^2 = \begin{pmatrix}
- & (0, 0) & (-1, +1) & (-2, 0) \\
(-1, -1) & - & (-1, 0) & (-1, +1) \\
(-2, 0) & (-1, 0) & - & (-3, -1) \\
(-1, -1) & (-1, +1) & (-1, +3) & -
\end{pmatrix}
\]

\[
F^3 = \begin{pmatrix}
- & (0, +2) & (-2, 0) & (+1, +1) \\
(-3, -1) & - & (-3, -2) & (0, +2) \\
(-1, +1) & (+1, +2) & - & (+2, +3) \\
(-2, -2) & (-2, 0) & (-3, -2) & -
\end{pmatrix}
\]

The proximity measures for experts are:

\[
\begin{align*}
PM^1_1 &= 0.167 & PM^1_2 &= 0.083 & PM^1_3 &= 0.125 \\
PM^2_1 &= 0.188 & PM^2_2 &= 0.104 & PM^2_3 &= 0.229 \\
PM^3_1 &= 0.167 & PM^3_2 &= 0.146 & PM^3_3 &= 0.209 \\
PM^4_1 &= 0.105 & PM^4_2 &= 0.167 & PM^4_3 &= 0.229
\end{align*}
\]

\[
PM^1_3 = 0.157 & PM^2_3 = 0.125 & PM^3_3 = 0.198
\]

Then applying the feedback mechanism we have:

- If we observe the preferences \(p_{12}, p_{23}, p_{34}\) and symmetrical ones do not present a reasonable consensus degree, i.e., they do not satisfy the threshold value 0.7.
- If we fix a threshold value 0.15 for identifying those experts that should change their assessments, expert 3 and expert 1 should change in alternatives \(p_{12}, p_{23}, p_{34}\) and symmetrical ones at least.
- For example, some recommendations could be the following ones: expert 3 in the preference \(p_{34}\) should decrease his/her preferences.

Suppose that after some rounds the experts’ preferences are:

\[
e^3 = \begin{pmatrix}
[MCL, MC] & [I, EL] & [MC, ML] & -
\end{pmatrix}
\]

\[
e^4 = \begin{pmatrix}
[MCL, MC] & [VLC, VLC] & [ML, ML] & -
\end{pmatrix}
\]

\[
e^5 = \begin{pmatrix}
\end{pmatrix}
\]

Then, we obtain the following collective linguistic interval fuzzy preference relation:

\[
U = \begin{pmatrix}
\end{pmatrix}
\]

Then we calculate the consensus relations of each expert

\[
C^1 = \begin{pmatrix}
- & 0.125 & 0.125 & 0 \\
0.125 & - & 0 & 0.25 \\
0.125 & 0 & - & 0 \\
0 & 0.25 & 0 & -
\end{pmatrix}
\]

\[
C^2 = \begin{pmatrix}
- & 0.125 & 0.125 & 0 \\
0.125 & - & 0.125 & 0.25 \\
0.125 & 0.125 & - & 0.125 \\
0 & 0.375 & 0.125 & -
\end{pmatrix}
\]

\[
C^3 = \begin{pmatrix}
- & 0.125 & 0 & 0 \\
0.125 & - & 0.125 & 0.25 \\
0 & 0.125 & - & 0.125 \\
0 & 0.25 & 0.125 & -
\end{pmatrix}
\]

Therefore, consensus degrees on the preferences \([p_i]\) are

\[
\begin{pmatrix}
- & 0.875 & 0.917 & 1 \\
0.875 & - & 0.917 & 0.75 \\
0.917 & 0.917 & - & 0.917 \\
1 & 0.708 & 0.917 & -
\end{pmatrix}
\]

In this case, we obtain a global consensus degree \(CD = 0.8925\) or \(CD = 89.25\%\), which is acceptable.
So, from final collective interval fuzzy preference relations matrix $U$ it is possible to obtain the following dominance degrees:

$$px_1 = 20 \quad px_2 = 35 \quad px_3 = 19 \quad px_4 = 24$$

So, these alternatives can be classified from highest to lowest preference as:

$$X_2 > X_4 > X_1 > X_3$$

5. Conclusions

We have presented a new consensus model to deal with GDM in a linguistic context with linguistic interval fuzzy preference relations. With this model we extend that presented in Tapia-García et al. (2012) which was defined for interval fuzzy preference relations.

In the future we shall work on the management of incomplete information (Cabrerizo, Heradio, Pérez, & Herrera-Viedma, 2010d; Chiclana, Herrera-Viedma, & Alonso, 2009a; Herrera-Viedma et al., 2007a, Herrera-Viedma, Chiclana, Herrera, & Alonso, 2007b) in GDM with interval fuzzy preference relations.
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