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Abstract In this work we present a construction method for interval-valued fuzzy
preference relations from a fuzzy preference relation and the representation of the
lack of knowledge or ignorance that experts suffer when theydefine the membership
values of the elements of that fuzzy preference relation. Wealso prove that, with
this construction method, we obtain membership intervals for an element which
length is equal to the ignorance associated with that element. We then propose a
generalization of Orlovsky’s non dominance method to solvemulti-criteria decision
making problems using interval-valued fuzzy preference relations.

1 Introduction

We know that there exist problems for which the solution obtained by means of
fuzzy techniques sometimes are very good, but some others not. Usually, this
discordance is due to the choice by the experts of the membership functions
to represent the information. For instance, in decision making problems experts
express their preferences with a numerical value, depending on the knowledge they
have about them. Sometimes, experts suffer from a great lackof knowledge about
the environment where the fuzzy decision making method is going to be applied.
In these cases, the numerical values they provide are not themore suitable ones to
represent the preferences, and hence the result is not the best one (see [5, 14]).

Once the fuzzy preference relation (FPR) for a decision making problem is
known, the goal is to improve the solution that is obtained with common fuzzy
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methods, as Orlovsky’s non dominance method (see [7]), using interval-valued
fuzzy sets (see [12, 18]).

To achieve this goal we will measure the ignorance (lack of knowledge) of the
expert when providing the membership values of the elementsof theFPR. We will
do this using ignorance functions (see [2]). So each elementwill be associated with
two values: the first value is given by the expert, and corresponds to the degree
of membership of the element to the originalFPR; the second value is calculated
with the ignorance function and represents the lack of knowledge of the expert in the
assignation of the first value. From these two values we will build an interval-valued
fuzzy preference relation (IVFPR).

For the newIVFPRwe introduce a generalization of the non dominance method,
which allows to recover the classical algorithm solution.

This work is organized as follows: In the next section we introduce the basic
necessary concepts. In Section 3 we introduce the relationship between the concept
of strict fuzzy preference relation given by Fodor and Roubens and the one given
by Orlovsky. In Section 4 we consider a construction method of interval-valued
fuzzy preference relations from fuzzy preference relations and ignorance functions.
In Section 5, we propose a generalization of the non-dominance criterion proposed
by Orlovsky to solve decision making problems. We finish withsome conclusions
and future lines of research.

2 Preliminary definitions

In fuzzy set theory, we know that a functionN : [0,1]→ [0,1], with N(0) = 1,N(1) =
0 that is strictly decreasing and continuous, is called strict negation. IfN is also
involutive, then it is a strong negation.

Definition 1. [17] A fuzzy setÃ on a finite universeU is a mappingU → [0,1].

We will denote byFS(U) the set of all the fuzzy sets onU .
Let us denote byL([0,1]) the set of all closed subintervals in[0,1], that is,

L([0,1]) = {x = [x,x]|(x,x) ∈ [0,1]2 andx≤ x}.

We also denote 0L = [0,0], 1L = [1,1] and the length ofx∈ L([0,1]) asW(x) = x−x.

Definition 2. [18] An interval-valued fuzzy setA on a universeU is a mapping
A : U → L([0,1]).

Note that the membership of each elementui ∈U is given byA(ui) = [A(ui),A(ui)].
We will denote byIVFS(U) the set of all interval-valued fuzzy sets onU .

An IV negation is a functionNIV : L([0,1]) → L([0,1]) that is decreasing (with
respect to the order:x ≤L y if and onlyx≤ y andx≤ y) and withNIV (1L) = 0L and
NIV (0L) = 1L. If for all x ∈ L([0,1]), NIV (NIV (x)) = x, NIV is said to be involutive.
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Theorem 1. [3] A function NIV : L([0,1]) → L([0,1]) is an involutive IV negation if
and only if there exists an involutive negationN such that

NIV (x) = [N(x),N(x)].

Throughout this paper we use involutive IV negationsNIV generated from the
standard negationN(x) = 1− x for all x ∈ [0,1] in such a way thatNIV (x) =
[N(x),N(x)] = [1−x,1−x].

A triangular norm (t-norm for short)T : [0,1]2→ [0,1] is an associative, commutative,
non-decreasing function such thatT(1,x) = x for all x∈ [0,1]. A t-normT is called
idempotentif, T(x,x) = x for all x∈ [0,1].

Three basic t-norms are the following: the minimumTM(x,y) = min(x,y), the
productTP(x,y) = x ·y and theŁukasiewiczTŁ(x,y) = max(x+y−1,0).

In this paper we will also use the following relationship onL([0,1]) (see [15]):
let x,y ∈ L([0,1]) and lets(x) = x+ x−1 ands(y) = y+ y−1 be thescoresof x
andy respectively. Leth(x) = 1− (x− x) andh(y) = 1− (y− y) be theaccuracy
degreesof x andy respectively. Then
1. If s(x) < s(y), thenx < y;
2. If s(x) = s(y), then

2.1 If h(x) = h(y), thenx = y;
2.2 if h(x) < h(y), thenx < y.
The relation between the score functions and the accuracy functionh is similar

to the relation between the mean and the variance in statistics. Observe that any two
intervals are comparable with this order relation. Moreover, it follows easily that 0L
is the smallest element inL([0,1]) and 1L is the largest.

3 Fuzzy binary preference relations and interval-valued fuzzy
binary preference relations

First, we recall the concept of strict fuzzy binary preference relation given by Fodor
and Roubens [4] and relate it with the definition given, for the same concept,
by Orlovsky in [7]. Later, we recall the definition of interval-valued fuzzy binary
preference relations and the reciprocity property.

3.1 Strict Fuzzy binary preference relations

Let R∈ FR(X ×X) be a fuzzy preference relation over a set of alternativesX =
{x1, . . . ,xn} (see [1, 4, 5, 8]); for each pair of alternativesxi andx j , Ri j = R(xi ,x j)
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represents a degree of (weak) preference ofxi overx j , namely the degree to which
xi is considered as least as good asx j .

From a weak preference relationR, Fodor and Roubens [4] (see also [1, 11])
derive the following relation:

A Strict preference Pi j = P(xi ,x j) is a measure of strict preference ofxi overx j ,
indicating thatxi is (weakly) preferred tox j butx j is not (weakly) preferred toxi .

More specifically, Fodor and Roubens propose to express the above relation in
terms of a t-normT and a strict negationN :

Pi j = T(Ri j ,N(Rji )) for all i, j ∈ {1, . . . ,n}; (1)

Fuzzy preference structures have been studied deeply as their axiomatic construction
(see [4, 1, 7, 9, 10]).

A fuzzy preference relationRsatisfies the property ofreciprocity if Ri j +Rji = 1
for all i, j ∈ {1, · · · ,n}. In reciprocal preference relations is usual not to define the
elements in the diagonal (see [6]).

Proposition 1. Let R be a reciprocal fuzzy preference relation andN(x) = 1−x for
all x ∈ [0,1]. Then,

Pi j = Ri j if and only if T= TM

for all Ri j ∈ R.

Orlovsky in [7] gives the following definition ofstrict fuzzy preference relation
R∈ FR(X×X):

Rs
i j =

{

Ri j −Rji if Ri j > Rji

0 otherwise
. (2)

Next, we present the relationship betweenstrict fuzzy preference relation given
by Fodor and Roubens ([4])Pi j and the one given by given by Orlovsky [7]Rs

i j .

Lemma 1. If T = TŁ andN(x) = 1−x for all x∈ [0,1], then

Pi j = Rs
i j , for all i , j ∈ {1, . . . ,n}.

3.2 Interval-valued reciprocal preference relations

A first approach to add some flexibility to the uncertainty representation problem
is by means of interval-valued fuzzy relations. An Interval-valued fuzzy binary
relation r on X is defined as an interval-valued fuzzy subset ofX × X; that is,
r : X × X → L([0,1]). The intervalr(xi ,x j) = r i j denotes the degree to which
elementsxi andx j are related in the relationr for all xi ,x j ∈ X. By IVFR(X ×X)
we denote the set of all interval-valued fuzzy relations onX×X.

Definition 3. Let r ∈ IVFR(X×X). We say thatr satisfies the reciprocity property
if for all r i j , r ji ∈ r the following identities hold:
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r i j + r ji = 1

r ji + r i j = 1
(3)

In this work we use interval-valued fuzzy preference relations that satisfy the
reciprocity property and such that the elements in their main diagonal are not
defined.

4 Construction of interval-valued fuzzy preference relations
from fuzzy preference relations and weak ignorance functions

The goal of this section is to build interval-valued fuzzy preference relations arising
from a fuzzy preference relation. For this purpose, we use the concept of weak
ignorance function and a new construction method of intervals.

4.1 Weak ignorance

The concept of ignorance functions is defined in [2] in order to quantify the lack of
knowledge of an expert when he or she assigns a numerical value to the membership
of an object to a given class and another numerical value for the membership of the
same element to a different class.

Definition 4. [2] An ignorance function is a continuous mappingGi : [0,1]2 → [0,1]
such that:

(Gi1) Gi(x,y) = Gi(y,x) for all x,y∈ [0,1];
(Gi2) Gi(x,y) = 0 if and only ifx = 1 ory = 1;
(Gi3) If x = 0.5 andy = 0.5, thenGi(x,y) = 1;
(Gi4) Gi is decreasing in[0.5,1]2;
(Gi5) Gi is increasing in[0,0.5]2.

Observe that this definition implies that we have assumed that a value of 0.5
corresponds to complete lack of knowledge of the expert on the membership of
an element to a class.

In order to build the interval-valued fuzzy sets the authorsdefine in [13] a new
function called weak ignorance for modeling the uncertainty associated with the
definition of the membership functions. From this new concept, they represent the
linguistic labels using by means of interval-valued fuzzy sets and present a natural
extension of both the Fuzzy Reasoning Method (FRM) and the computation of the
rule weight.

Proposition 2. [13] Let Gi : [0,1]2 → [0,1] be an ignorance function. The mapping:
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g : [0,1] → [0,1] given by

g(x) = Gi(x,1−x)
(4)

is a continuous function that satisfies:

(i) g(x) = g(1−x) for all x ∈ [0,1];
(ii) g(x) = 0 if and only if x= 0 or x = 1;

(iii) g(0.5) = 1.

Definition 5. [13]A continuous mappingg : [0,1] → [0,1] is called weak ignorance
function if it satisfies the items(i)− (iii ) in Proposition 2.

The name is due to the fact that they are only associated with an element, in the
sense that they depend on a single variable, and not of two. Weunderstand weak
ignorance functions as a quantification of the lack of knowledge an expert suffers
from when assigning a numerical value to the membership of anobject to a given
class (set).

Example 1.The functiong(x)= 2·min(x,1−x) for all x∈ [0,1], is a weak ignorance
function.

4.2 Construction of interval-valued fuzzy preference relations

One of the main goals of this work is to build anIVFRarising from aFR, in such a
way that for each element, the length of the interval that represents the membership
to the new relation, is equal to the weak ignorance associated with the membership
degree of the same element to the original fuzzy relation.

Proposition 3. Let R∈ FR(X ×X). In the setting of Proposition 2 the following
items hold:

1. The relationr given by

r i j =

{

[(Rs
i j · (1−g(Ri j )),Rs

i j · (1−g(Ri j ))+g(Ri j )] if Ri j > Rji

[0,g(Ri j )] otherwise
(5)

for all i , j is an interval-valued fuzzy relation on X×X;
2. W(r i j ) = g(Ri j ) for all Ri j ∈ R;
3. If R satisfies the reciprocity property, then the interval-valued fuzzy preference

relation r given by item1. also satisfies it (in the sense of Eq. (3));
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5 An approach to multi-criteria decision making with
interval-valued fuzzy preference relations

In this section we propose a generalization of the non-dominance criterion proposed
by Orlovsky. We always consider normalized fuzzy preference relations to satisfy
the reciprocity property. In the algorithm we will use the construction method given
in Proposition 4 (item 1.) and the concept of weak ignorance function.

Given a fuzzy preference relationR∗ ∈ FR(X×X), to normalize such relation to
[0,1] we use Eq. (6), in such a way that for each element of the new relation it holds
thatRi j = 1−Rji .

Ri j =







R∗
i j

R∗
i j +R∗

ji
if R∗

i j +R∗
ji 6= 0

0 othercase
(6)

From the normalized fuzzy preference relationR we must extract a set of non-
dominated alternatives as the solution of the decision making problem. Specifically,
the maximal non-dominated elements ofRare calculated by means of the following
operations, according to the non-dominance criterion proposed by Orlovsky in [7]:

Step 1. Compute the fuzzy strict preference relationRs as indicated in Eq. (2);
Step 2. Compute the non-dominance degree of each alternative NDi in the following

way:
NDi = 1−max

j
{Rs

ji} (7)

This value represents the degree to which the alternativei is dominated by one of
the remaining alternatives.

Step 3. Take as the best alternative that corresponding to the index of the maximal non-
dominance value:

Alternative(xp) = arg max
i=1,··· ,n

{NDi} (8)

We must point out that it could happen that there exist two or more alternatives
with the same degrees of membership to the set ND. In this case, the algorithm does
not choose any of those alternatives. This fact has led many authors to propose other
algorithms (see [5, 14, 16]).

The main idea of our approach is to build an interval-valued fuzzy preference
relation from the strict preference relationRs (Step 1) of the non-dominance algorithm.

Given a fuzzy preference relationR∗ (without defined elements in the main
diagonal) and given a weak fuzzy ignorance functiong in the sense of Proposition
2, the algorithm that we propose is the following:
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(NDIVA1) Construct R normalizing the fuzzy preference relation
R∗ ∈ FR(X×X) by means of Eq. (6);

(NDIVA2) Compute the fuzzy strict preference relationRs using Eq. (2);

(NDIVA3) Build the interval-valued fuzzy relationr using Eq. (5):

r i j =

{

[(Rs
i j · (1−g(Ri j )),Rs

i j · (1−g(Ri j ))+g(Ri j )] if Ri j > Rji

[0,g(Ri j )] otherwise
(9)

(NDIVA4) Build the interval-valued fuzzy set:

NDIV = {(x j ,NDIV (x j))|x j ∈ X} where

NDIV (x j) = S(r i j ) = [
n

∨

i=1

(r i j ),
n

∨

i=1

(r i j )]
(10)

(NDIVA5) Apply the IV negationNIV generated by the standard negation to the
setNDIV ; that is, build:

NIV (NDIV )(x j) = [1−
n

∨

i=1

(r i j ),1−
n

∨

i=1

(r i j )] (11)

(NDIVA6) Order the elements of the setNIV (NDIV ) in a decreasing way with
respect to the interval order of the membership intervals.

(NDIVA7) If there exist several alternatives for which the intervals obtained
in (NDIVA4) are such that the occupy the first place in the ordering of step
(NDIVA5), take as solution alternative that with the biggest upper bound.

NDIVA Algorithm
Remark

• If for a majority of the elementsr i j given by Eq. (9) we have thatg(Ri j )→ 0, i.e.,
if Rs

i j = Ri j −Rji → 1,then the resulting intervals have a very small length and it
is reasonable to assume that the result obtained with the algorithm (NDIVA) is
the same than the result obtained with the non-dominance algorithm.
This is due to the fact that ifRi j −Rji → 1, thenRi j is very large andRji is very
small; that is, the expert is very sure about the preference of alternativexi against
x j . Moreover, in this case we have that the weak ignorance is very small. So, due
to our construction method with Eq. (9) the intervals have a very small length.

• If for a majority of the elementsr i j given by Eq. (9) we have thatg(Ri j )→ 1; i.e.,
if Ri j ≈Rji ≈ 0.5, then the (NDIVA) algorithm allows us to distinguish better than
the non-dominance algorithm the alternative or alternatives that we must take as
solution.
The reason for this is that ifRi j ≈ Rji ≈ 0.5 andRi j + Rji = 1, by Definition
4 we have thatg(Ri j ) = g(Rji ) → 1, in such a way that the product(Ri j −
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Rji )(1−g(Ri j )) goes to zero faster thanRi j −Rji . So, in the (NDIVA) algorithm,
for the cases for which the expert shows a great indifferencefor choosing one
alternative or the other, wepenalize(diminish) even more the difference of his or
her preferences, ins such a way that, when we negate intervals in step (NDIVA5)
we strengthen even more the worst possible cases, and the intervals obtained with
Eq. (9) have a very large length.

Example 2.LetX = {x1,x2,x3,x4} be the set of alternatives. Consider the normalized
fuzzy relation

R∗ =









− 0.70 0.65 0.30

0.30 − 0.70 0.60

0.35 0.30 − 0.70

0.70 0.40 0.30 −









(12)

For this algorithm we consider the weak ignorance functiong(x) = 2·min(x,1−
x).
(NDIVA1) ConstructR. In this caseR= R∗.
(NDIVA2) TransformR to Rs.

Rs =









− 0.40 0.30 0.00

0.00 − 0.40 0.20

0.00 0.00 − 0.40

0.40 0.00 0.00 −









(13)

(NDIVA3) Build the interval-valued fuzzy relationr :

r =









− [0.16,0.76] [0.09,0.79] [0.00,0.60]

[0.00,0.60] − [0.16,0.76] [0.04,0.84]

[0.00,0.70] [0.00,0.60] − [0.16,0.76]

[0.16,0.76] [0.00,0.80] [0.00,0.60] −









(14)

(NDIVA4) Build the interval-valued fuzzy setNDIV :
NDIV = {(x1, [0.16,0.76]),(x2, [0.16,0.80]),(x3, [0.16,0.79]),(x4, [0.16,0.84])}

(NDIVA5) Apply NIV to the interval-valued fuzzy setsNDIV :
NIV (NDIV ) =

{(x1, [0.24,0.84]),(x2, [0.20,0.84]),(x3, [0.21,0.84]),(x4, [0.16,0.84])}
(NDIVA6) Order alternatives in a non-increasing way using the order relationship
defined in terms of thescore and accuracy functions.

x1 ≥ x3 ≥ x2 ≥ x4.
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5.1 Relationship between NDIVA algorithm and Orlovsky’s
algorithm

Next, we present a new operatorP to associate a fuzzy set with each interval-valued
fuzzy set satisfying a specific set of properties. If we applythis operator on the non
dominance interval-valued fuzzy algorithm (StepNDIVA6) we recover the results
given by Orlovsky’s algorithm.

Definition 6. A P operator is a mappingL([0,1]) → [0,1] given by:

P(x) =

{

x
1−W(x) if W(x) 6= 1

0 if W(x) = 1
(15)

Proposition 4. Let R∈ FR(X ×X) and letr ∈ IVFR(X ×X) given by Eq. (5). In
the setting of Proposition 2 the following items hold:

1. P(r i j ) = Ri j for all Ri j ∈ R and for all g(Ri j ) 6= 1.
2. If g(Ri j ) = 1 then, P(r i j ) = 0.

Proposition 5. Let P given in Eq. (15). The following properties hold:

1. x≤ P(x) ≤ x for all x ∈ L([0,1]);
2. P([x,x]) = x for all x∈ [0,1];
3. If W(x) 6= 1, then P(x)+P(1−x) = 1;
4. If W(x) = 1, then P(x)+P(1−x) = 0.

Remark Notice that in step (NDIVA5) of Example 2 all the elements have membership
intervals with the same upper bound (see item (2) of Proposition 7). So, if for
relation R given by Eq. (12) we apply the non-dominance algorithm, all of the
alternatives dominate with the same numerical value and we are not able of choosing
the best one.

Proposition 6. Let AIV ∈ IVFS(U) and let P the operator introduced in Definition
6. Then

A = {(ui ,P(AIV (ui)))|ui ∈U} (16)

is a fuzzy set on U,

Proposition 7. The following items hold:

1. Let P be the operator given in Definition 6. If in the (NDIVA)algorithm we
replace (NDIVA4) by:
(NDFS4) Build the set

NDIVS = {(x j ,NDIVS(x j))|x j ∈ X} where

NDIVS(x j) = [
n

∨

i=1

P(r i j ),
n

∨

i=1

P(r i j )],
(17)
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then we recover the non-dominance algorithm.
2. If in step (NDIVA6) we reorder the elements of the set NIV (NDIV ) in a non-

increasing way with respect to the upper bounds of the intervals, then the
alternative(s) which are solution(s) for this algorithm are the same than those
of the non-dominance algorithm.

Remark Notice that in step (NDIVA5) of Example 2 all the elements have membership
intervals with the same upper bound (see item (2) of Proposition 7). So, if for
relation R given by Eq. (12) we apply the non-dominance algorithm, all of the
alternatives dominate with the same numerical value and we are not able of choosing
the best one.

6 Conclusions

In this paper we have presented an algorithm for decision making problems starting
from a fuzzy preference relation. We use weak ignorance functions (in the sense of
Proposition 2) to penalize indifference situations. That is, situations in which the
preference of one alternative against the other is close to 0.5. We also represent the
preference degree of a relation by means of intervals such that their lengths is equal
to the weak ignorance of the expert when he or she assigns a specific value.

Finally, we define a new operator that allows us to associate each interval-valued
fuzzy set to a fuzzy sets. The analysis of this operator has allowed us to settle
minimum conditions under which our first algorithm recoversthe classical non
dominance algorithm.

In the future we consider necessary to study a construction method to generalize
the one presented in this work. From this generalization we also propose new
algorithms taking into account different criteria for selection of alternatives and
different order relations between intervals.
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