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Abstract—Human gait modeling consists of studying the biomechanics of this human movement. Its importance lies in the fact that its analysis can help in the diagnosis of walking and movement disorders or rehabilitation programs, among other medical situations.

Fuzzy finite state machines can be used to model the temporal evolution of this type of phenomenon. Nevertheless, the definition of details of the model in each particular case is a complex task for experts. In this paper, we present an automatic method for learning the model parameters based on the hybridization of fuzzy finite state machines and genetic algorithms leading to genetic fuzzy finite state machines. This new genetic fuzzy system automatically learns the fuzzy rules and membership functions of the fuzzy finite state machine while an expert defines the possible states and allowed transitions.

Our final goal is to obtain a specific model for each person’s gait in such a way that it can generalize well with different gaits of the same person. The obtained model must become an accurate and human friendly linguistic description of this phenomenon, with the capability of identifying the relevant phases of the process.

A complete experimentation is developed to test the performance of the new proposal when dealing with datasets of 20 different people, comprising a detailed analysis of results which shows the advantages of our proposal in comparison with some other classical and computational intelligence techniques.

Index Terms—Human gait modeling, Fuzzy finite state machines, Fuzzy systems, Genetic algorithms, Genetic fuzzy systems.

I. INTRODUCTION

Human gait modeling consists of studying the biomechanics of this human movement and can help in the detection of gait disorders, identification of balance factors, and assessment of clinical gait interventions and rehabilitation programs [1]. Typically, in human gait modeling there are a huge number of variables obtained by means of different measurement techniques such as height, limb length, walking speed, acceleration along axes, foot forces, etc., thus making the obtaining of an accurate model a very complex task.

Traditionally in system identification, engineers use differential equations to model the behavior of real-world systems (white-box models) [2], [3], [4], [5]. However, when the system grows in complexity, the number of variables and equations becomes intractable. In the last forty years, Fuzzy logic (FL)-based models [6], [7], [8], [9] have become a good alternative to deal with those systems where obtaining the appropriate differential equations is difficult or impossible.

FL is widely recognized for its ability for linguistic concept modeling and its use in system identification. On the one hand, semantic expressiveness, using linguistic variables [10] and rules [11], is quite close to natural language (NL) which reduces the effort of expert knowledge extraction. On the other hand, being universal approximators [12] fuzzy inference systems are able to perform nonlinear mappings between inputs and outputs. Thanks to these advantages, FL has been successfully applied in classification [13], [14], regression [15], [16], control [7], [17], [18], and system modeling [8], [9] achieving a good interpretability accuracy tradeoff.

Fuzzy finite state machines (FFSMs) are specially useful tools for modeling dynamical processes which change in time, becoming an extension of classical finite state machines (FSMs) [19], [20]. The main advantage of FFSMs is that their fuzziness allows them to handle imprecise and uncertain data, which is inherent to real-world phenomena, in the form of fuzzy states and transitions. The theoretical basics of FFSMs were established by [21] and later developed by [22], [23], [24]. In previous studies, we have learned that FFSMs are suitable tools for modeling signals that follow an approximately repetitive pattern. In [25], we explored the possibilities of using a FFSM to create the linguistic description of the temporal evolution of a signal by using a skin conductivity meter and accelerometers to model the activity of a person. Once we had checked the ability of FFSMs to deal with temporal data, we analyzed the chance to consider FFSMs for pattern recognition tasks such as human gait recognition [26], [27] and gesture recognition [28]. Finally, in [29] we used a FFSM for fusing information related to body posture and WiFi positioning [30], which consists of recording and processing signal strength information of WiFi networks to obtain the estimated position in indoor environments.

As any fuzzy system, FFSMs require the definition of a knowledge base (KB). It is well known that this is a complex task for experts as it was the case in the previous applications of FFSMs. In addition, the dynamic nature of FFSMs increases the complexity of the process. For this reason, in this contribution we consider the design of an automatic learning method for the fuzzy KB of FFSMs. In particular, we will take the use of genetic algorithms [31] as a base, which have proven largely their effectiveness and efficiency for this task during the last two decades in the so-called genetic fuzzy systems (GFSs) area [32], [33], [34], [35], [36].

In our approach, the fuzzy states and transitions will still be defined by the expert in order to keep the knowledge that
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U is the input vector of the system: \((u_1, u_2, \ldots, u_n)\), with \(n_u\) being the number of input variables.

\(X\) is the state vector: \((x_1, x_2, \ldots, x_n)\), with \(n\) being the number of states. \(X_0\) is the initial state of the system, i.e., \(X_0 = X[t = 0]\).

\(Y\) is the output vector: \((y_1, y_2, \ldots, y_n)\), with \(n_y\) being the number of output variables.

\(f\) is the function which calculates the state vector at time step \(t + 1\).

\(g\) is the function which calculates the output vector at time step \(t\).

Unfortunately, for many systems in our environment, we are unable, or it is very costly, to obtain the differential equations corresponding to the functions \(f\) and \(g\). This situation is described by the Zadeh’s Principle of Incompatibility: “as the complexity of a system increases, our ability to make precise and yet significant statements about its behavior diminishes until a threshold is reached beyond which precision and significance (or relevance) become almost mutually exclusive characteristics” [6].

This is to say that, when systems to be modeled grow in complexity, we have no other option but to work with imprecise models. There have been several attempts to deal with this type of problems by means of linguistic fuzzy models, which are models where at least one variable is fuzzy [42].

During the last years, FL-based models have grown in complexity as a consequence of the modeling requirements in terms of accuracy and interpretability. The number of variables and the number of needed rules to create a fuzzy model have grown up until making models difficult to understand, and consequently, difficult to apply. Currently, researchers in the field work to establish the formalism that will make the designed fuzzy models more human-friendly [43], [44], [45], [46], [47].

In this work, we follow Zadeh’s computing with words and perceptions paradigm [48]. The idea consists of extending FL to create system models based on the way that humans make descriptions using NL. The aim is the use of complex structures of NL to make robust imprecise models of complex systems.

As said, we will consider a FFSM to deal with the human gait modeling problem. The initial concept of FFSM was introduced by Santos [21] and developed by different authors (see, e.g., [22]). This family of FFSMs was characterized by having fuzzy states but crisp inputs. Later, this initial model was extended to have fuzzy inputs [23], [24]. Although the basic concept of FFSM used in this paper is much related to the latter one, the initial conception is quite different. The model of FFSM presented is inspired by the concepts of fuzzy state and fuzzy system developed by Zadeh [49], [50]. More specifically, it can be considered an implementation of the general idea of input-output fuzzy models of dynamic systems proposed by Yager [51], where the set of Equations 1 is implemented using sets of fuzzy rules. In addition, we focus our contribution on the practical challenge of developing a mechanism for learning automatically the set of rules and membership functions of the FFSM.

In this section, we introduce the main concepts and elements of our paradigm for system modeling allowing experts to build comprehensible linguistic fuzzy models in an easier way. In our framework, a FFSM is a tuple \(\{Q, U, f, Y, g\}\), where:

\(Q\) is the set of states of the system.

\(U\) is the set of input vectors of the system.

\(f\) is the transition function which calculates the set of states of the system.

\(Y\) is the set of output vectors of the system.

\(g\) is the output function which calculates the set of output vectors of the system.

Each of these components is described in detail in the following subsections. The interested reader can refer to [26], [27, 29] to find several previous applications of this FFSM model.

A. Fuzzy states (Q)

\(Q\) is the set of states of the system, which is defined as a linguistic variable [10] that takes its values in the set of linguistic labels \(\{q_1, q_2, \ldots, q_n\}\), with \(n\) being the number of fuzzy states. Every fuzzy state represents the pattern of a repetitive situation. The concept of fuzzy state was introduced by Zadeh in [6]. Numerically, the state of the FFSM is represented by a state activation vector:

\[S[t] = (s_1[t], s_2[t], \ldots, s_n[t]),\]

where \(s_i[t] \in [0, 1]\). \(S_0\) is defined as the initial value of the state activation vector, i.e., \(S_0 = S[t = 0]\). The FFSM implementation verifies

\[\sum_{i=1}^{n} s_i[t] = 1\]

in such way that we maintain compatibility with classical FSMs where only one state can be activated with degree 1 at each time instant. Hence, in order to maintain the latter characteristic in our FFSM model, the activation degree of the states must sum up to 1 for any system input. This restriction has been applied in previous fuzzy extensions of crisp phenomena such as fuzzy clustering [52], [53] where
The sum of the membership value of a pattern to the different clusters must also sum up to 1. This decision of design is easily implemented using Equation 2 as we will show in Section III-C1.

**B. Input vectors (U)**

\( U \) is the set of input vectors: \((u_1, u_2, \ldots, u_n)\), with \(n\) being the number of input variables. \( U \) is a set of linguistic variables obtained after fuzzification of numerical data. Typically, \( u_i \) can be directly obtained from sensor data or by applying some calculations to the raw measures, e.g., the derivative or integral of the signal, or the combination of several signals.

The expert summarizes the domain of numerical values representing them by a set of linguistic labels which define all the possible values that \( u_i \) can take: 
\[
A_{u_i} = \{A_{u_i}^1, A_{u_i}^2, \ldots, A_{u_i}^{n_i}\},
\]
with \( n_i \) being the number of linguistic labels of the linguistic variable \( u_i \).

**C. Transition function (f)**

\( f \) is the state transition function that calculates, at each time instant, the next value of the state activation vector: 
\[
S[t+1] = f(U[t], S[t]).
\]

This function is implemented by means of a fuzzy KB. Once the expert has identified the relevant states in the model, she/he must define the fuzzy rules that govern the temporal evolution of the system among these states.

We can distinguish between rules \( R_{ii} \) to remain in a state \( q_i \), and rules \( R_{ij} \) to change from state \( q_i \) to state \( q_j \). Fuzzy rules will only be associated to allowed transitions, i.e., if a transition is forbidden in the FFSM, it will have no fuzzy rules associated.

A generic expression of a rule \( R_{ij} \) is formulated as follows:

\[
R_{ij}: \text{IF } (S[t] \text{ is } q_i) \text{ AND } C_{ij} \text{ THEN } S[t+1] \text{ is } q_j
\]

where:

- The first term in the antecedent \((S[t] \text{ is } q_i)\) involves the computation of the degree of activation of the state \( q_i \) in the time instant \( t \), i.e., \( s_i[t] \). With this mechanism, we only allow the FFSM to change from the state \( q_i \) to the state \( q_j \) (or to remain in state \( q_i \), when \( i = j \)) if it was previously in that state.
- The second term in the antecedent \( C_{ij} \) describes the constraints imposed on the input variables that are required to change from the state \( q_i \) to the state \( q_j \) (or to remain in state \( q_i \), when \( i = j \)). For example: \( C_{ij} = (u_1[t] \text{ is } A_{u_2}^1) \text{ AND } (u_2[t] \text{ is } A_{u_2}^2) \text{ OR } (u_2[t] \text{ is } A_{u_2}^3) \).
- Finally, the consequent of the rule is the next value of the state activation vector \( S[t+1] \). It consists of a vector with a zero value in all of its components but in \( s_j[t] \), where it takes value one.

1) Fuzzy reasoning mechanism: The next value of the state activation vector is calculated as a weighted average of the individual rules. The weight of a rule \( k \) is calculated from its firing degree \( \omega_k \). To calculate the value of \( \omega_k \) we use the minimum t-norm \((\min_L (a, b) = \min\{a, b\})\) for the AND operator and the bounded sum of Lukasiewicz t-conorm \((\oplus_{\text{Luk}} (a, b) = \min\{a + b, 1\})\) for the OR operator [58]. e.g., the constraint \( C_k = (u_1 \text{ is } A_{u_1}^1) \text{ AND } (u_2 \text{ is } A_{u_2}^3 \text{ OR } A_{u_2}^4) \) will produce a firing degree 
\[
\omega_k = \min \{ A_{u_1}^1(u_1), \min \{1, A_{u_2}^3(u_2) + A_{u_2}^4(u_2)\}\}.
\]

As we have explained above, a certain output of a rule \( k \) predicting state \( q_i \) will be of the form \((0, \ldots, 0, 1, 0, \ldots, 0)\). To calculate the total output of the rules and therefore, the state activation vector \((S[t+1])\), a weighted average of the individual outputs of each rule is computed as defined in Equation 2:

\[
S[t+1] = \begin{cases} 
\sum_{k=1}^{\#\text{Rules}} \omega_k \cdot s_k(t) & \text{if } \sum_{k=1}^{\#\text{Rules}} \omega_k \neq 0 \\
S[t] & \text{if } \sum_{k=1}^{\#\text{Rules}} \omega_k = 0
\end{cases}
\]

(2)

This expression is a typical defuzzification mechanism applied to a set of Mamdani-type fuzzy rules where the linguistic labels of the consequent are singletons (see, e.g., [51]). With this fuzzy reasoning mechanism, the state activation vector always verifies the two constraints demanded in Section III-A: \( s_i[t] \in [0, 1] \) and \( \sum_{i=1}^{n} s_i[t] = 1 \). Moreover, it keeps the system in its previous state if no rule is fired.

Notice, that the similarity between the FFSM’s fuzzy rule structure and a fuzzy classification rule can easily be recognized. Among the three existing fuzzy classification rule structures, which mainly differ on the composition of the consequent, the simplest one is based on the use of a single class (the other two variants either include the class and a certainty degree or a certainty degree for each possible class) [59], [14]. Besides, a significant relation can be identified between the fuzzy reasoning mechanism used by the FFSM and that usually applied in fuzzy-rule based classification systems based on the latter kind of rules [59]. In fact, the computation of the next state for the FFSM can be considered as a classification problem where the set of possible fuzzy states are taken as the classes and the fuzzy system provides a membership degree to each of them by means of a single selection or an aggregation of the firing degree of the fuzzy rules matching the class and the input pattern. Nevertheless, the main difference between both fuzzy reasoning mechanisms is that, while the membership degree to all the possible fuzzy states must sum up to 1 in any case in a FFSM, there is no such restriction for the existing class labels in a fuzzy rule-based classification system.

**D. Output vectors (Y)**

\( Y \) is the set of output vectors: \((y_1, y_2, \ldots, y_n)\), with \( n_y \) being the number of output variables. \( Y \) is a summary of the characteristics of the system evolution that are relevant for the application, e.g., each \( y_i \) can be obtained as the average of certain parameters of the system while the model remained in state \( q_i \).

**E. Output function \( g \)**

\( g \) is the output function: \( Y[t] = g(U[t], S[t]) \). It calculates, at each time instant, the value of the output vector \( Y(t) \).
The most simple implementation of $a$ is $Y[t] = S[t] = (s_1[t], s_2[t], \ldots, s_n[t])$. In this contribution, the output is the current fuzzy state of the system represented by the state activation vector. An application example of a complex output function can be found in [27].

IV. FUZZY FINITE STATE MACHINE FOR HUMAN GAIT MODELING

This section presents the design of the main elements needed to build a FFSM to model the human gait.

A. Fuzzy states

As stated in Section III-A, every state represents the pattern of a repetitive situation. According to the diagram at the bottom of Fig. 1 and using our own knowledge about the process, we can define four different fuzzy states which explain when double limb support, right limb single support, or left limb single support are produced. Therefore, we can easily define the possible set of fuzzy states as follows:

- $q_1$ → The right foot is in stance phase and the left foot is in stance phase (double limb support).
- $q_2$ → The right foot is in stance phase and the left foot is in swing phase (right limb single support).
- $q_3$ → The right foot is in stance phase and the left foot is in stance phase (double limb support but different of $q_1$ because the feet position).
- $q_4$ → The right foot is in swing phase and the left foot is in stance phase (left limb single support).

B. Input variables

As we have explained in Section II, we only use two of the three available accelerations, $a_x$ and $a_y$. Therefore, the set of input variables is: $U = \{a_x, a_y\}$. We will build two different FFSMs, where each input variable will have three (FFSM 3) or five (FFSM 5) associated linguistic labels because, as we will show in the experimental results, they are enough to achieve a good accuracy keeping a high interpretability. The linguistic labels for each linguistic variable in the FFSM 3 are: $\{S_{a_x}, M_{a_x}, B_{a_x}\}$ and $\{S_{a_y}, M_{a_y}, B_{a_y}\}$, where $S$, $M$ and $B$ are linguistic terms representing small, medium, and big, respectively. While the linguistic labels for each linguistic variable in the FFSM 5 are: $\{V S_{a_x}, S_{a_x}, M_{a_x}, B_{a_x}, V B_{a_x}\}$ and $\{V S_{a_y}, S_{a_y}, M_{a_y}, B_{a_y}, V B_{a_y}\}$, where the additional terms $VS$, and $VB$ are linguistic terms representing very small, and very big, respectively.

C. Transition function

As showed in Section III-C, the only thing required to determine the structure of the fuzzy rule base (RB) is the definition of which transitions are allowed and which are not. This is easily represented by means of a state diagram. Fig. 2 shows the proposed state diagram of the FFSM for the human gait cycle. This state diagram is very simple because the accelerations produced during the human gait are quasi-periodic, i.e., they are repeated with approximately similar values and periods. Moreover, all the states are correlative, i.e., they always follow the same activation order. Therefore, it is rather easy to define the allowed transitions and the forbidden ones.

From the state diagram represented in Fig. 2 it can be recognized that there are 8 fuzzy rules in total in the system, 4 rules to remain in each state and other 4 to change between states. Therefore, the RB will have the following structure:

- $R_{11}$: IF $S[t]$ is $q_1$ AND $C_{11}$ THEN $S[t+1]$ is $q_1$
- $R_{22}$: IF $S[t]$ is $q_2$ AND $C_{22}$ THEN $S[t+1]$ is $q_2$
- $R_{33}$: IF $S[t]$ is $q_3$ AND $C_{33}$ THEN $S[t+1]$ is $q_3$
- $R_{44}$: IF $S[t]$ is $q_4$ AND $C_{44}$ THEN $S[t+1]$ is $q_4$
- $R_{12}$: IF $S[t]$ is $q_1$ AND $C_{12}$ THEN $S[t+1]$ is $q_2$
- $R_{23}$: IF $S[t]$ is $q_2$ AND $C_{23}$ THEN $S[t+1]$ is $q_3$
- $R_{34}$: IF $S[t]$ is $q_3$ AND $C_{34}$ THEN $S[t+1]$ is $q_4$
- $R_{41}$: IF $S[t]$ is $q_4$ AND $C_{41}$ THEN $S[t+1]$ is $q_1$

D. Output vector and output function

In the current contribution, we simply consider $Y[t] = S[t]$, i.e., the output of the FFSM is the degree of activation of each state.

V. GENETIC FUZZY SYSTEM

Fuzzy systems have showed their ability to deal with a huge number of applications. In most of cases, the key for the success was the ability of fuzzy systems to incorporate human expert knowledge [45], [60], [61]. However, the lack of learning capabilities has generated a strong interest for the study of fuzzy systems with added learning capabilities. One of the most popular approaches is the hybridization between fuzzy logic and artificial neural networks [62] leading to the well known area of neuro-fuzzy systems [63], [64]. Another very extended hybrid computational intelligence system is based on the use of genetic algorithms (GAs) (and, in general, evolutionary algorithms) to learn the components of a fuzzy system leading to the field of GFSs [32], [33], [34], [35], [36]. This section introduces a new fusion framework of FFSMs, a fuzzy system type, and GAs, which will be called genetic fuzzy finite state machines (GFFSMs) from now on. Basically, a GFFSM is a FFSM augmented by a learning process based on a GA. In particular, the current section is devoted to present the GFS developed to learn the KB of the FFSM designed for human gait modeling.

When using a GA for learning a rule-based system, we can cover different levels of complexity according to the
the RB part and the DB part. In the following, we explain how we have divided the representation scheme into two parts: the KB of FFSMs devoted to human gait modeling.

Fortunately, in our case the combination of the use of expert knowledge in the DB and the RB concurrently can make the search process much simpler than following a multi-stage RB learning problem is typically devoted to increase the performance of some wrong rules rather than to improve performance of the overall system by performing a complex MF parameter learning process [66]. Nevertheless, learning the DB and the RB concurrently can make the search space so large that suboptimal models are generated [67]. Fortunately, in our case the combination of the use of expert knowledge and the prefixed structure of the FFSM allows us to deal with a more reduced search space size, thus allowing the derivation of good performing KBs.

The following subsections will describe in detail the structure of the different components of our GFS to learn the KB of FFSMs devoted to human gait modeling.

A. Representation scheme and initial population generation

Since we are developing a complete learning of the KB, we have divided the representation scheme into two parts: the RB part and the DB part. In the following, we explain each of these representations.

1) RB part: Once we have the complete rule set defined in Section IV-C, we codify the whole rule set in a chromosome following the bit-string approach [68] because the evaluation of the FFSM requires a complete execution cycle. Moreover, the fixed size and structure of the rules (where the consequent and the first term of the antecedent are known) and the predefined structure of the constraints imposed on the input variables showed in Section III-C allow us to use the classical disjunctive normal form (DNF) representation based on a binary string coding [56], [57] to codify only the remaining part of the antecedent. For each of the two input variables $a_x$ and $a_y$, the rule representation consists of a binary substring of the same length as the number of labels that refers to its linguistic term set. Each bit has a one (zero) which denotes the presence (absence) of each linguistic term in the rule. Moreover, the feature selection capability of this representation is used since an input variable is omitted in the rule if all of its bits in the representation become zeros or ones.

As an example of how this representation is developed in the GFFSM 3, let us define a rule $R_k$ with the following constraint over the input variables:

$$C_k = (a_x[t] \text{ is } M_{a_x}) \text{ AND } (a_y[t] \text{ is } M_{a_y} \text{ OR } B_{a_y}).$$

Therefore, the representation of this DNF fuzzy rule will be of the form: $\{010 : 011\}$, where in the first sub-string the second digit indicates the presence of the linguistic term $M_{a_x}$ and the zeros indicate the absence of the terms $S_{a_x}$ and $B_{a_x}$. The second sub-string has ones in the second and third positions indicating the presence of the linguistic terms $M_{a_y}$ and $B_{a_y}$, and a zero in the first position, indicating the absence of the linguistic term $S_{a_y}$.

The RB part of the chromosome will thus be composed of 8 rules $\times$ 2 linguistic variables $\times$ 1 = 16 $\times$ l binary-coded genes, being l the number of linguistic terms per input variable.

2) DB part: Once we have decided the number of linguistic terms for each input variable (see Section IV-B), we can show how to represent the DB part of the KB, i.e., the representation of the MFs definition.

We have used strong fuzzy partitions (SFPs) [52] to define the fuzzy partitions. In a SFP, the membership degree forms a partition of unity. SFPs allow us to reduce the number of parameters to tune, in such way that the normalization constraint is easily satisfied by only coding the modal points of the MFs (one point for triangular MFs and two points for trapezoidal shapes). Moreover, when we calculate the OR between two linguistic labels using Łukasiewicz’s bounded sum as explained in Section III-C1, the resulting linguistic label will be a convex fuzzy set without sawtooth shapes that would be produced if we use the maximum. From the interpretability point of view, SFPs satisfy semantic constraints and helps to get comprehensible fuzzy partitions [45].

We have used trapezoidal SFPs that are defined in the whole domain of discourse of the input variable. Since the fuzzy partition of each input variable is generically comprised by l linguistic labels, we have to code $2 \times [(l-2) \times 2 + 2]$ real parameters, $l \times 2 + 2$ per input variable where one parameter is enough to codify the first and last linguistic labels and two parameters are needed to codify each intermediate linguistic label. In particular, working with 3 or 5 linguistic labels, the DB part of the chromosome will be composed of 8 or 16 real-coded genes...
Fig. 3. Parameters that form all the linguistic labels of the linguistic variable $a_x$ in the GFFSM 3, which are trapezoidal or triangular MFs.

respectively:

GFFSM 3

\[
\begin{align*}
a_x & \rightarrow \{ a_1^1, a_2^2, b_2^2, a_3^3 \} \\
a_y & \rightarrow \{ a_x^1, a_x^2, b_y^3, a_y^3 \}
\end{align*}
\]

GFFSM 5

\[
\begin{align*}
a_x & \rightarrow \{ a_1^1, b_2^2, a_3^3, b_4^3, a_5^5 \} \\
a_y & \rightarrow \{ a_x^1, a_x^2, b_y^3, a_y^3, b_y^3, a_y^3 \}
\end{align*}
\]

Fig. 3 shows the graphical representation of the fuzzy partition related with the linguistic input variable $a_x$ in the GFFSM 3. For the first linguistic label $S_{a_x}$ we only need one parameter $a_1^1$. The same stands for the last one $B_{a_x}$ whose parameter is $a_3^3$. For the intermediate linguistic label we need two parameters $a_2^2$ and $b_2^2$. Note that we have chosen trapezoidal MFs because triangular MFs are a particular case of trapezoidal MFs, e.g. the linguistic label $B_{a_x}$ will be triangular-shaped when the value $a_3^3$ reaches the limits of the domain of discourse of the input variable $a_x$.

We should remark that this learning problem demands a real-coded representation and, therefore, we have to implement real-coded crossover and mutation genetic operators. Moreover, to define the variation interval of each allele we have considered that each parameter can be only modified within the interval defined by its previous and next parameter, e.g., in Fig. 3 the definition/variation interval of parameter $a_2^2$ is $[a_1^1, b_2^2]$ while that of parameter $a_3^3$ is $[b_2^2, \max (a_3^3)]$ (with $\max (a_3^3)$ being the maximum value taken by the input variable $a_x$).

Hence, the final chromosome encoding a candidate problem solution will be comprised by $48 + 8 = 56$ genes in the GFFSM 3, and $80 + 16 = 96$ genes in the GFFSM 5. Fig. 4 shows the shape of the complete chromosome encoding the RB and DB part of the GFFSM 3.

We have initialized the first population by generating all the individuals at random. However, in order to include our previous knowledge about the problem, the DB part of the first individual of the population will encode uniform fuzzy partitions for both linguistic variables $a_x$ and $a_y$. Then, the following individuals are created at random to introduce diversity.

B. Fitness function

The fitness function measures the quality of the candidate problem solution encoded in each chromosome. In the case of our GFFSM for human gait modeling, the dependence of the next state on the previous state makes it strictly necessary to test the FFSM over the whole data set and for each chromosome, which is very computationally expensive. This problem also appears when learning fuzzy logic controllers, where the fitness measure must be evaluated by simulating how the plant is controlled [69], [70], [71].

We have chosen the minimization of the mean absolute error (MAE) defined in Equation 3 as fitness function:

\[
\text{MAE} = \frac{1}{n} \cdot \frac{1}{T} \sum_{i=1}^{n} \sum_{j=0}^{T} |s_i[j] - s_i^*[j]| \tag{3}
\]

where:

- $n$ is the number of states, i.e., $n = 4$ for the human gait modeling problem (see Section IV).
- $T$ is the dataset size (i.e., the considered time interval duration).
- $s_i[j]$ is the degree of activation of state $q_i$ at time $t = j$.
- $s_i^*[j]$ is the expected degree of activation of state $q_i$ at time $t = j$.

The MAE is a very informative measure of the quality of the candidate solution because it directly measures the difference between the expected state activation vector ($S^*[t]$) and the obtained one ($S[t]$). However, we need to define an expected activation vector $S^*[t]$ for each input data set that we want to learn, i.e., a training data set in the context of a supervised learning problem to design our human gait FFSM-based model. This definition could be problematic and must be done carefully because sometimes, must be defined at each time instant more than one state, activated with certain degree in the interval $[0,1]$. In the following subsection, this issue is explained in detail.

C. Defining the training data set

As described above in Section V-B, in order to learn a FFSM for different gaits of the same person, there is a need to define an expected activation vector $S^*[t]$ for each one of the gaits we want to learn. Hence, we have to create a training vector which consists of $a_x[t]$, $a_y[t]$ and $S^*[t]$, i.e., $(a_x[t], a_y[t], s_1^*[t], s_2^*[t], s_3^*[t], s_4^*[t])$.

To define the training vector, we have developed a user-friendly graphical interface that allows the expert to select the relevant points where each state starts and ends using her/his knowledge about the human gait process. For instance, “the double limb support that comes after the right single support starts just after the heel contact” can be translated as “state $q_1$ must start when $a_x$ increases drastically and $a_y$ tends to decrease” [72]. The fuzzy definition of the states is based on the imprecision of the expert when defining the start and the end of each state which she/he must identify and label within the time series associated to the measured signals. We have defined the training vectors for data sets which consist of five complete cycles of the human gait. For each state $q_i$, we will have ten different points, five comprising the beginning ($b_i^m$) and another five comprising the end ($e_i^m$) of each state, with $m = 1, \ldots, 5$. In the current FFSM involving four fuzzy states, the expert will have to tag each sample of five cycles with 40 points: $\{b_1^1, b_1^2, \ldots, e_4^5\}$.

As an example, let us consider the definition of the degree of activation of state $q_2$ specified by Equation 4. Between the end time of $q_1$ ($e_1^5$) and the start time of $q_2$ ($b_2^5$), the
activation of the state $q_2$ is rising from 0 to 1. Between the start ($b_2^m$) and the end time ($e_2^m$) of $q_2$ defined by the user, the activation has the maximum of 1, and afterwards the activation drops till zero at the start of $q_3$ ($b_3^m$). Otherwise, the activation is zero.

$$s_2^a[t] = \begin{cases} \frac{t - e_2^m}{b_2^m - e_2^m} & \text{if } e_2^m < t < b_2^m \\ 1 & \text{if } b_2^m \leq t \leq e_2^m \\ \frac{b_3^m - t}{b_3^m - e_2^m} & \text{if } e_2^m < t < b_3^m \\ 0 & \text{otherwise} \end{cases}$$

(4)

Fig. 5 shows an example of how a part of the training vector is labeled based on the beginning and the end points given by the user.

### D. Genetic operators

The definition of the genetic operators considered in our GFFSM for human gait modeling are showed as follows:

1) **Selection mechanism:** To select the parents that will undergo crossover and mutation, a binary tournament selection is considered. This operator is very useful since it does not require any global knowledge of the population [31]. The idea is to select at random two parents and choose the best one with respect to the fitness function, repeating this process until a complete parents set is built.

2) **Crossover:** The classical two-point crossover has been used for the RB (binary-coded) part of the chromosome and BLX-α crossover [73] for the DB (real-coded) part. The BLX-α crossover is applied twice over a pair of parents in order to obtain a new pair of chromosomes. When a pair of chromosomes is chosen for crossover based on a single crossover probability, we separately crossover the binary part and the real part. Notice that, the proposed genetic operators can be independently applied in both chromosome parts ensuring the obtaining of an offspring encoding a coherent FFSM KB definition. That does not always happen when working with GFSs learning the whole KB using a representation scheme based on two information levels (the DB and RB parts) since those two parts can be so related that the action of a genetic operator in one of them can cause the appearance of meaningless chromosomes because the information encoded in the other part is no longer valid (see, for example, [74], [75]). Nevertheless, that is not the case in the current coding scheme.

3) **Mutation:** For the binary-coded RB part, the classical bitwise mutation has been selected. For the real-coded DB part, the corresponding mutation operator called uniform mutation [31] has been chosen. It consists of changing the allele value of each gene randomly within its definition interval. As for the crossover, the same mutation probability defined at gene level is considered for both chromosome parts.

4) **Replacement mechanism:** In our approach, we directly replace the current population by the offspring one (generational replacement) keeping elitism.

5) **Termination condition:** In this contribution, we have implemented three different termination conditions. First, the search is stopped when the algorithm has obtained a fitness value equal to zero, which is the best value that the fitness function can take. However, this condition is almost impossible to be reached. Therefore, we have decided to set a maximum number of evaluations and also to stop the search when, for a certain number of evaluations, the fitness value of the best individual is not improved.

### VI. Experimentation

This section presents the experimentation carried out to validate our proposal. First, the experimental setup, which comprises the data acquisition and the GFFSM parameter values, is explained. The second subsection contains a brief description of two alternative modeling approaches used for human gait modeling. Finally, the third and fourth subsections report the obtained results and their analysis, respectively.

#### A. Experimental Setup

1) **Data acquisition:** To evaluate the proposed approach, we have collected the acceleration signals of 20 different people in order to create a specific FFSM to model the gait...
of each person. The group of people consisted of healthy adults, 5 women and 15 men, with ages ranging between 23 and 52 years (with an average age of 30 years) and weights between 45 and 97 Kg (with an average of 76 Kg).

We attached to a belt, centered in the back of the person, a three-axial accelerometer with Bluetooth capabilities that provided measurements of the three orthogonal accelerations with a frequency of 100 Hz. We programmed a personal digital agenda (PDA) to receive the data via a Bluetooth connection and to record it with a timestamp. Therefore, every record contained the information: \((t, a_x, a_y, a_z)\) where \(t\) is each instant of time, \(a_x\) is the dorso-ventral acceleration, \(a_y\) is the medio-lateral acceleration, and \(a_z\) is the antero-posterior acceleration. As explained in Section II, in this work we only use \(a_x\) and \(a_y\).

We asked each person to walk a certain distance at a self-selected walking speed which comprises around ten complete gait cycles in such a way that we were able to extract five complete gait cycles discarding the first and last steps which are not very stable. This process was repeated ten times for each person producing a total of ten datasets of five complete cycles for each person. These datasets were then processed as explained in Section V-C in order to define all the fuzzy states. Therefore, once we captured and tagged all the signals, we had ten different datasets for each person with the following components:

\[(a_x[t], a_y[t], s_1^y[t], s_2^y[t], s_3^y[t], s_4^y[t])\]

Where:
- \(a_x[t]\) is the dorso-ventral acceleration at time instant \(t\).
- \(a_y[t]\) is the medio-lateral acceleration at time instant \(t\).
- \(s_1^y[t]\) is the expected degree of activation of state \(q_1\) at time instant \(t\).
- \(s_2^y[t]\) is the expected degree of activation of state \(q_2\) at time instant \(t\).
- \(s_3^y[t]\) is the expected degree of activation of state \(q_3\) at time instant \(t\).
- \(s_4^y[t]\) is the expected degree of activation of state \(q_4\) at time instant \(t\).

2) Parameter values for the GFFSM: Two different granularity levels have been considered for the fuzzy partitions, 3 and 5 (noted as GFFSM 3 and GFFSM 5 respectively). The parameter values used by both GFFSMs are as follows. Quite standard values are considered and a preliminary experimentation was developed to check their good performance.

- Population size \(\rightarrow 100\) individuals.
- Crossover probability \(\rightarrow p_c = 0.8\).
- Value of alpha (BLX-\(\alpha\) parameter) \(\rightarrow \alpha = 0.3\).
- Mutation probability per bit \(\rightarrow p_m = 0.02\).
- Termination conditions:
  - Fitness value reached \(\rightarrow MAE = 0\).
  - Maximum number of evaluations \(\rightarrow 40000\) for the GFFSM 3 and 60000 for the GFFSM 5.
  - Evaluations without improvement of the fitness function \(\rightarrow 10000\).

B. Alternative modeling approaches

In order to compare the two GFFSM results with other system identification approaches, we have considered two different techniques commonly used in system modeling of time-dependent systems: autoregressive linear models (ARX) [3] and neural networks (NN) [62].

1) Autoregressive linear models (ARX): We have defined a multiple-input multiple-output (MIMO) ARX model with the structure defined by Equation 5.

\[
Y[t] = A_1 \cdot Y[t-1] + \ldots + A_{n_A} \cdot Y[t-n_A] + B_0 \cdot U[t] + \ldots + B_{n_B} \cdot U[t-n_B]
\]

where:
- \(Y[t] = (s_1[t], s_2[t], s_3[t], s_4[t])\) is the current output vector.
- \(Y[t-1], \ldots, Y[t-n_A]\) are the previous output vectors on which the current output vector depends.
- \(U[t] = (a_x[t], a_y[t], \ldots, U[t-n_B]\) are the current and delayed input vectors on which the current output vector depends.
- \(n_A\) is the number of previous output vectors on which the current output vector depends.
- \(n_B\) is the number of previous input vectors on which the current output vector depends.
- \(A_1, \ldots, A_{n_A}, B_0, \ldots, B_{n_B}\) are the matrices that define the models. They are estimated using the least squares method.

We have tested the performance of this model for ten different values of the parameters \(n_A\) and \(n_B\) in order to obtain several models with a different accuracy-complexity tradeoff.

For the first parameter values, we have selected a simple model similar to the delay of our GFFSM, i.e., \(n_A = n_B = 1\) resulting in the ARX model number 1 defined by Equation 6:

\[
Y[t] = A_1 \cdot Y[t-1] + B_0 \cdot U[t]
\]

Then, another nine different values (with a maximum delay of 100) were used to progressively increase the complexity of the model. A linear complexity index is defined in such a way that the complexity of the basic model with \(n_A = n_B = 1\) is zero and the complexity for the most complex model with \(n_A = n_B = 100\) is one. The different parameter values for each model together with the model complexity are showed in Table I.

2) Neural networks: As for the ARX models, we have built ten different feed-forward NN architectures representing different levels of complexity. The first and simplest one (NN 1) consists of 2 neurons in the input layer which represent
the two input variables \( x_1[t] \) and \( x_2[t] \), one hidden layer and four output neurons in the output layer corresponding to the four components of the state activation vector \( (s_1[t], s_2[t], s_3[t], s_4[t]) \).

The other NN models, representing different levels of complexity, are determined by the number of delayed input variables. Moreover, in order to avoid NNs with a huge number of input neurons (which leads to overfitting and big training times), we have considered delayed input variables separated by a fixed interval of ten samples. E.g., the second NN architecture (NN 2) has \( a_x[t], a_x[t - 10], a_y[t] \), and \( a_y[t - 10] \) as inputs; while the most complex one (NN 10) has twenty inputs that cover a delay of 90 samples: \( a_x[t], a_x[t - 10], \ldots, a_x[t - 90], a_y[t], a_y[t - 10], \ldots, a_y[t - 90] \).

The NN weights have been estimated using the Levenberg-Marquardt method during 500 epochs. The number of neurons in the hidden layer was chosen to minimize the test error of each specific architecture. The architectures of the two extreme NNs are represented in Fig. 6.

Similarly to the ARX models, a complexity index is defined in such a way that the complexity of the NN with 2 inputs (NN 1) is zero and the complexity of the NN with 20 inputs (NN 10) is one. The different models, their input variables, and their complexity are showed in Table II.

C. Results

To test the performance of the two GFFSMs and the alternative modeling approaches, we have done a leave-one-out cross validation [76] for each of the 10 datasets of each person. As an example, Table III shows the MAE obtained for each fold of the leave-one-out corresponding to the first person’s experiments. It also depicts the average value of the MAE and its standard deviation for the ten folds.

As a global summary of the results obtained, Table IV reports, for each of the leave-one-out applications for the 10 datasets of each person, the average (MEAN) and standard deviation (STD) of the MAE for eight different models: those two corresponding to our proposal (GFFSM 3 and GFFSM 5), three ARX models comprising a good tradeoff model (ARX 4) and the two extreme ones (ARX 1 and ARX 10), and three NN models comprising a good tradeoff model (NN 4) and the two extreme ones (NN 1 and NN 10).

To select the best accuracy-complexity tradeoff model for both NN and ARX models we compute 1000 random weights \( \omega_i \in [0, 1] \). We calculate the average MAE for each model for the 20 people (MAE) and normalize and the resulting set of MAEs in the interval \([0, 1]\). We take the average value of the aggregation function of both the normalized MAE (MAE) and the complexity index value (COMPLEXITY) of each model as showed in Equation 7. Finally, the model with the lowest aggregated value is selected as that with the best tradeoff:

\[
Q_{\text{MODEL}} = \sum_{i=1}^{1000} \omega_i \cdot \text{MAE}_{\text{MODEL}} + (1 - \omega_i) \cdot \text{COMPLEXITY}_{\text{MODEL}} \tag{7}
\]

Moreover, since our final goal is to obtain a specific model (FFSM) for each person’s gait, Table V shows the average of the MAE for each one of the person’s models (FFSMs) generated during the leave-one-out procedure when the input data is the whole set of gaits of each person. The aim of these results is to check if the generated models are significantly fitted to the specific person’s gait than to the other persons’ gaits, as expected and desired.

As can be seen, that is clearly the case. For example, notice that, the models GFFSM 3 and GFFSM 5 for the first person (P1) corresponding to the first two rows get an average MAE (boldfaced) of 0.088 and 0.076 respectively with its own person’s gait (first row, first column) while they get large average MAE values for the gaits of the rest of the people (the rest of the columns in the first row). This fact can also be checked for the models of the rest of the people. In addition, the last column of the table (MEAN−) shows boldfaced the average value of all the MAEs obtained by each person’s FFSM model with the gaits of all the people except its own input gaits. It can be easily seen that these values are much greater than the ones obtained with the gaits of each person’s model (boldfaced in the diagonal cells of the table).

D. Discussion

This subsection aims to present a discussion about four different issues of our proposed model: its accuracy, its interpretability, its computational cost, and the importance of the use of expert knowledge.

1) Accuracy analysis: The results given in Tables III and IV show that the GFFSM models exhibit better accuracies when compared to the simplest competing models, namely ARX 1 and NN 1. Besides, it can be seen how the best tradeoff model ARX 7 is able to outperform our proposal, although it needs a big delay of 50 samples to do so. On the opposite, the best tradeoff model NN 4 shows a similar accuracy to our models. Its results are slightly better than those of GFFSM 3 and slightly worse than those of GFFSM 5. In fact, the GFFSM 5 is better than the GFFSM 3 for the majority of the people due to its higher granularity in the number of linguistic labels, which provides it with additional freedom degrees for the modeling task.

In order to assess whether significant differences exist among the results of all models, we use the Wilcoxon signed-rank test [77] for pairwise comparison between our models (GFFSM 3 and GFFSM 5) and the rest of competing models. We choose this test because it does not assume normal distributions and because it has been commonly used to compare performance of methods in computational intelligence [78], [79]. To perform the test we use the standard confidence level of \( \alpha = 0.05 \).

We have run the Wilcoxon signed rank test for three different hypotheses, if the average MAEs of our proposed approaches (\( \mu_{\text{GFFSM} 3} \) and \( \mu_{\text{GFFSM} 5} \)) are equal, less, or greater than those obtained by the other modeling techniques (\( \mu_{\text{MOD}} \)). We conclude that our proposal is better (denoted by [+]) if the test rejects both null hypotheses \( H_0 : \mu_{\text{GFFSM} 3} < \mu_{\text{MOD}} \) and \( H_0 : \mu_{\text{GFFSM 5}} < \mu_{\text{MOD}} \). We conclude that our proposal is worse (denoted by [-]) if the test rejects both null hypotheses \( H_0 : \mu_{\text{GFFSM} 3} > \mu_{\text{MOD}} \) and \( H_0 : \mu_{\text{GFFSM 5}} > \mu_{\text{MOD}} \). In all other cases we do not draw any conclusion (denoted by [=]).

Table VI shows the obtained p-values and the drawn conclusions. The results particularly indicate that GFFSM 3
Fig. 6. Architectures of the simplest neural network (NN 1) and the most complex one (NN 10) designed for human gait modeling. All of them have a single hidden layer and the difference arises in the number of (delayed) inputs.

Table II

<table>
<thead>
<tr>
<th>FOLD</th>
<th>GFFSM 3</th>
<th>ARX 1</th>
<th>ARX 2</th>
<th>ARX 3</th>
<th>ARX 4</th>
<th>ARX 5</th>
<th>ARX 6</th>
<th>ARX 7</th>
<th>ARX 8</th>
<th>ARX 9</th>
<th>ARX 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.089</td>
<td>0.337</td>
<td>0.316</td>
<td>0.293</td>
<td>0.262</td>
<td>0.201</td>
<td>0.172</td>
<td>0.068</td>
<td>0.065</td>
<td>0.066</td>
<td>0.068</td>
</tr>
<tr>
<td>1</td>
<td>0.066</td>
<td>0.340</td>
<td>0.316</td>
<td>0.293</td>
<td>0.261</td>
<td>0.192</td>
<td>0.154</td>
<td>0.058</td>
<td>0.051</td>
<td>0.051</td>
<td>0.058</td>
</tr>
<tr>
<td>2</td>
<td>0.135</td>
<td>0.341</td>
<td>0.320</td>
<td>0.296</td>
<td>0.267</td>
<td>0.224</td>
<td>0.162</td>
<td>0.060</td>
<td>0.044</td>
<td>0.046</td>
<td>0.060</td>
</tr>
<tr>
<td>3</td>
<td>0.108</td>
<td>0.343</td>
<td>0.318</td>
<td>0.291</td>
<td>0.256</td>
<td>0.212</td>
<td>0.166</td>
<td>0.054</td>
<td>0.049</td>
<td>0.048</td>
<td>0.054</td>
</tr>
<tr>
<td>4</td>
<td>0.133</td>
<td>0.337</td>
<td>0.320</td>
<td>0.298</td>
<td>0.259</td>
<td>0.217</td>
<td>0.215</td>
<td>0.054</td>
<td>0.039</td>
<td>0.040</td>
<td>0.053</td>
</tr>
<tr>
<td>5</td>
<td>0.078</td>
<td>0.338</td>
<td>0.315</td>
<td>0.300</td>
<td>0.258</td>
<td>0.184</td>
<td>0.169</td>
<td>0.059</td>
<td>0.056</td>
<td>0.057</td>
<td>0.058</td>
</tr>
<tr>
<td>6</td>
<td>0.101</td>
<td>0.345</td>
<td>0.316</td>
<td>0.299</td>
<td>0.256</td>
<td>0.219</td>
<td>0.182</td>
<td>0.058</td>
<td>0.051</td>
<td>0.048</td>
<td>0.058</td>
</tr>
<tr>
<td>7</td>
<td>0.149</td>
<td>0.345</td>
<td>0.317</td>
<td>0.298</td>
<td>0.274</td>
<td>0.234</td>
<td>0.164</td>
<td>0.107</td>
<td>0.105</td>
<td>0.010</td>
<td>0.010</td>
</tr>
<tr>
<td>8</td>
<td>0.086</td>
<td>0.340</td>
<td>0.311</td>
<td>0.288</td>
<td>0.253</td>
<td>0.241</td>
<td>0.117</td>
<td>0.071</td>
<td>0.071</td>
<td>0.071</td>
<td>0.071</td>
</tr>
<tr>
<td>9</td>
<td>0.081</td>
<td>0.335</td>
<td>0.313</td>
<td>0.291</td>
<td>0.259</td>
<td>0.195</td>
<td>0.196</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STD</td>
<td>0.028</td>
<td>0.003</td>
<td>0.003</td>
<td>0.004</td>
<td>0.006</td>
<td>0.019</td>
<td>0.023</td>
<td>0.027</td>
<td>0.026</td>
<td>0.023</td>
<td></td>
</tr>
</tbody>
</table>

Table III

MAE of the leave-one-out for the datasets of the first person, with the average (MEAN) and standard deviation (STD) for each of the evaluated models.

The good accuracy of our model is also illustrated in Fig. 7. The vertical axis depicts each component of the state activation vector for a gait of the first person obtained using our proposal \(S[t]^{GFFSM 3}\) and \(S[t]^{GFFSM 5}\), the THRIFT-FFSM model \(S[t]^{THRIFT}\), see later Section VI-D4), the best tradeoff ARX model \(S[t]^{ARX 7}\) and the best tradeoff NN architecture \(S[t]^{NN 4}\). The actual values \(S[t]^{t}\) are reported in the bottom line for comparison. The activation value is represented by means of a gray intensity scale (black means one and white means zero).

Notice that, both ARX 7 and NN 4 calulate the activation vector after the first 0.5 and 0.3 seconds respectively due to the fact that they need the first 50 and 30 samples to operate (0.5 and 0.3 seconds with a sampling frequency of 100 Hz). It can be seen how the GFFSM 3 and the GFFSM 5 are able to follow the appropriate sequence of states with the correct
activation degree.

2) Interpretability analysis: From the interpretability point of view, both NNs and the ARX models are black-box models difficult to be understood by human experts, even more if they have a big number of delayed input variables or a high number of inputs. Nevertheless, our GFFSMs are able to describe and model the human gait phenomenon by means of only eight linguistic if-then rules (whose input variables have only three or five associated linguistic labels) achieving a good interpretability-accuracy tradeoff. As an example of how our proposal is describing linguistically the temporal evolution of the accelerations produced during the human gait, a complete RB learned for the GFFSM 3 in one of the executions of the GA is showed as follows:

\[ R_{11}: \text{IF } s(t) = s_1 \text{ AND } (x_1(t) \text{ is } S_{20}) \]
\[ \text{THEN } s(t+1) = q_1 \]
\[ R_{22}: \text{IF } s(t) = q_2 \text{ AND } (x_2(t) \text{ is } B_{21}) \text{ AND } (y(t) \text{ is } M_{20}) \text{ OR } B_{22} \]
\[ \text{THEN } s(t+1) = q_2 \]
\[ R_{33}: \text{IF } s(t) = q_3 \text{ AND } (x_3(t) \text{ is } M_{21}) \text{ AND } (y(t) \text{ is } M_{22}) \]
\[ \text{THEN } s(t+1) = q_3 \]
\[ R_{44}: \text{IF } s(t) = q_4 \text{ AND } (x_4(t) \text{ is } S_{20} \text{ OR } B_{21}) \text{ AND } (y(t) \text{ is } S_{22}) \text{ OR } M_{22} \]
\[ \text{THEN } s(t+1) = q_4 \]

Fig. 7. Comparison of the state activation vector \((s_1[t], s_2[t], s_3[t], s_4[t])\) values obtained by means of the two GFFSMs, the THRIFT-FFSM, the ARX 7 model, the NN 4 model, with the actual values \((s_1^*[t], s_2^*[t], s_3^*[t], s_4^*[t])\) with respect to time.

### Table IV

<table>
<thead>
<tr>
<th>PERSON</th>
<th>GFFSM 3</th>
<th>GFFSM 5</th>
<th>ARX 1</th>
<th>ARX 7</th>
<th>ARX 10</th>
<th>NN 1</th>
<th>NN 4</th>
<th>NN 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>0.138</td>
<td>0.119</td>
<td>0.340</td>
<td>0.030</td>
<td>0.174</td>
<td>0.088</td>
<td>0.087</td>
<td>0.034</td>
</tr>
<tr>
<td>STD</td>
<td>0.055</td>
<td>0.054</td>
<td>0.088</td>
<td>0.036</td>
<td>0.087</td>
<td>0.088</td>
<td>0.087</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Average (MEAN) and standard deviation (STD) of the MAE for each one of the leave-one-out for the 10 datasets of each person.
In Fig. 8, MFs which comprise the learned DB compared with the original uniformly distributed MFs.

As mentioned above, the main advantage of our model of human gait is its interpretability. The chance to properly understand the obtained model can report a large number of benefits for the designer. For example, in [27], we took advantage of this interpretability to create a model aimed to compare the characteristics of different human gaits, a different but related problem. With this aim, we elaborated upon two relevant measures of human gait based on the degree of activation and duration of successive states. We called these measures symmetry and homogeneity. Symmetry is a measure of the similarity among accelerations produced by steps given by the right leg (states $q_1$ and $q_2$) and accelerations produced by steps of the left leg (states $q_3$ and $q_4$). Homogeneity is a measure of how the same pattern of accelerations is repeated on time, i.e., it is a measure of similarity between each two steps and the following ones. Empirically, we have observed that these measures are characteristic of the style of walking of each person. In the paper mentioned above, we showed how to use these parameters to authenticate one person among 11 individuals (the interested reader is referred to a research work with the same goal).
same way. It seems evident that symmetry and homogeneity will be affected by the presence of gait disorders, e.g., we can check this point measuring the symmetry of gait when a person is carrying a heavy bag in one hand and when she/he is free of that heavy unbalancing load.

Focusing on the current contribution, the expert analysis of the RB and the DB obtained of the human gait GFFSM model constitutes another approach to detect gait disorders. The antecedents of the learned rules in conjunction with the MFs of each variable can provide relevant information about the quality of the gait of a person, e.g., by showing abnormal membership values of the dorso-ventral acceleration (\(a_z\)) or inconsistent rules not compatible with the expert's knowledge. Moreover, regarding to the topic of gait modeling, it is worth noting that, the interpretability of the model allows us to calculate relevant temporal features of the gait, i.e., the duration of the states and their temporal sequence. With this information, we can easily count the number of steps and the duration of each of them and therefore the instantaneous walking speed. This is a significant issue in gait disorder analysis due to the fact that, e.g., patients tend to alter speed in order to accommodate loads applied on the knee.

3) Computational cost analysis: We have already compared the different algorithms in terms of the complexity and accuracy. Nevertheless, it is also interesting to evaluate their computational cost. The average times needed for building a GFFSM 3 and a GFFSM 5 model were 4076 and 6022 seconds respectively, while the ARX 1, ARX 7 and ARX 10 models took 0.25, 72, and 630 seconds respectively. The NN 1, NN 4 and NN 10 took 40, 118, and 314 seconds respectively. All the methods were run in a single computer, with 4 GB RAM and an Intel Core 2 Quad Q8400 with 2.66 GHz.

As expected, the GFFSMs spent a larger run time as they do not only involve parameter estimation but also structure identification. As said in Section V-B, the dependence of the next state on the previous state in our GFFSM makes it strictly necessary to test the FSM over the whole data set for each chromosome evaluation, which is very computationally expensive. Nevertheless, the additional interpretability advantage makes this computational cost increase worthy. In addition, while NNs and ARX models are implemented in well established and optimized libraries, the GFFSMs were programmed in not optimized Matlab code (more refined implementations could be done in the future).

4) Importance of the use of expert knowledge analysis: Our GFFSMs are designed to take advantage from the available expert knowledge, exploiting the power of fuzzy
system, which are capable of integrating this knowledge with machine learning techniques. The possibility of merging expert information with the information derived from data using GAs allows us to obtain a rough linguistic description of the gait, i.e., the final set of fuzzy rules obtained provide a linguistic description of the phenomenon. In the current GFFSMs, the designer has chosen a model of human gait with four basic fuzzy states easily recognized when we observe a walking person (see Fig. 1). Applying this constraint in the model, the designer makes the model easily understandable. Then, the GA explores possibilities into this restricted framework to define the final model structure and to estimate its parameters.

Even so, we have also decided to check whether the proposed GFFSM method is powerful enough to handle the overall learning problem, i.e., to extract the whole model (fuzzy rule set) structure from scratch along with the relevant labels and MFs in the case of 3 linguistic labels per input variable. We have assumed full ignorance of the RB and tried to build a FFSM using the classical genetic learning method proposed by Thrift [81] to derive the RB of the FFSM keeping the previous derivation of the DB based on a GA with real-coded chromosomes (from now on, this method will be called THRIFT-FFSM).

Thrift’s RB derivation method is based on encoding all the cells of the complete decision table in the chromosomes. In our case, we have three antecedents: the current state (with four different possibilities corresponding to the number of possible states, the only information provided by the expert in the current experiment, together with the granularity of the fuzzy partitions), the input variable \( a_x \) (with three different linguistic labels corresponding to \( S_{a_x}, M_{a_x}, \) and \( B_{a_x} \)), and the input variable \( a_y \) (with another three different linguistic labels corresponding to \( S_{a_y}, M_{a_y}, \) and \( B_{a_y} \)). Therefore, the decision table will be a three-dimensional structure of size \( 4 \times 3 \times 3 \) consisting of a total of 36 possible rules. Each cell of the decision table will represent the output of each fuzzy rule by means of an integer coding scheme represented by the set \( \{0, 1, 2, 3, 4\} \), where 0 indicates the absence of the rule and 1, 2, 3, or 4 indicates that the next state will be \( q_1 \), \( q_2 \), \( q_3 \), or \( q_4 \) respectively. Hence, we substitute the first part of the chromosome in Fig. 4 (RB part), composed of 48 binary genes (see Section V-A), by an integer-coded array of size 36, encoding the consequents for each possible rule. The resulting coding scheme has thus 44 genes (36 for the RB part plus 8 for the DB part).

We have used the same genetic operators for the GA as explained in Section V and the same parameter values showed in Section VI-A2, except the bitwise mutation (designed for binary-coded chromosomes) which was replaced by the original Thrift’s mutation operator that randomly adds or subtracts 1 (with equal probability) to the current value of the allele within the set \( \{0, 1, 2, 3, 4\} \).

Table VII shows the MAE obtained for each fold of the leave-one-out corresponding to the first and second person using the Thrift’s RB derivation keeping the DB derivation (THRIFT-FFSM) compared to our expert knowledge-based proposal (GFFSM 3). It also depicts the average value of the MAE and its standard deviation for the ten folds. As it can be seen, the lack of expert knowledge pays the cost of larger test errors. Moreover, the average training time for each THRIFT-FFSM model is 10855 seconds while the original GFFSM takes an average of 4076.

We can also examine whether the RB extracted by the THRIFT-FFSM model resembles to the expert knowledge based one. As an example, the RB obtained for the seventh fold of the first person (with a MAE of 0.083) is showed as follows:

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_{11}^1</td>
<td>IF ( S[t] = q_1 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = S_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^4</td>
<td>IF ( S[t] = q_1 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = M_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^3</td>
<td>IF ( S[t] = q_1 ) AND ( a_x[t] = S_{a_x} ) AND ( a_y[t] = B_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^2</td>
<td>IF ( S[t] = q_2 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = S_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^8</td>
<td>IF ( S[t] = q_3 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = S_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^7</td>
<td>IF ( S[t] = q_3 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = M_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^6</td>
<td>IF ( S[t] = q_3 ) AND ( a_x[t] = S_{a_x} ) AND ( a_y[t] = B_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
<tr>
<td>R_{11}^5</td>
<td>IF ( S[t] = q_2 ) AND ( a_x[t] = B_{a_x} ) AND ( a_y[t] = B_{a_y} ) THEN ( S[t+1] = q_1 )</td>
</tr>
</tbody>
</table>

It consists of 22 rules (14 rules were automatically discarded) which, as can be seen in the state diagram showed...
in Fig. 9, are not able to capture the expert knowledge represented by the state diagram of the human gait showed in Fig. 2. It presents some weird transitions as that represented in rule number 13 from state $q_1$ to state $q_4$ or the transitions between states $q_2$ and $q_3$ in rules 15, 20, 21, and 22. The effects of these transitions are reflected in Fig. 7, where the state activation vector corresponding with the THRIFT-FFSM model ($S(t)^{THRIFT}$) activates $q_4$ when going from state $q_1$ to the state $q_2$.

In summary, it is clear that the full consideration of the expert knowledge is the best way to design a FFSM for the human gait modeling problem by means of GAs.

VII. CONCLUDING REMARKS

We have presented a practical application where we described how to build FFSMs to model the human gait of a set of people by using GAs and expert knowledge. We defined the principal elements of the human gait cycle and developed a genetic learning procedure for FFSMs to model the gait cycle for each person. It has been showed how this GFS can obtain automatically the fuzzy rules and the fuzzy MFs associated to the linguistic terms of the FFSM while the states and transitions are defined by the expert, thus maintaining the knowledge that she/he has about the problem. To incorporate this expert knowledge, we have designed a user-friendly graphical interface for defining the fuzzy states of the human gait. The results obtained showed the goodness of our proposal.

We have increased the capabilities of FFSMs with a novel GA-based procedure for the automatic definition of its KB. Therefore, a great number of opportunities arise. We can set out new applications of system modeling by means of GFFSMS. The ability of our proposal to combine the available expert knowledge with the accuracy achieved by the learning process can be used to study several signals where the human interaction is demanded. Examples of application could range from biomedical engineering (e.g., electroencephalogram or electrocardiogram signals) to other time series analysis (e.g., econometrics or natural processes).

Our next research work in this direction consists of developing a model of the human gait where gait symmetry and homogeneity can be analyzed in detail. This work will include the automatic generation of linguistic reports about the human gait quality.
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