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Abstract—1In this work, we conduct a preliminary study
considering a fuzzy rule-based multiclassification system de-
sign framework based on Fuzzy Unordered Rule Induction
Algorithm (FURIA). This advanced method serves as the fuzzy
classification rule learning algorithm to derive the component
classifiers considering bagging combined with feature selection.
We develop a study on the use of both bagging and feature
selection to design a final FURIA-based fuzzy multiclassifier
applied to ten popular UCI datasets. The results obtained show
that this approach provides promising results.

I. INTRODUCTION

Multiclassification systems (MCSs) (also called multiclas-
sifiers or classifier ensembles) have been shown as very
promising tools to improve the performance of single clas-
sifiers when dealing with complex, high dimensional clas-
sification problems in the last few years [1]. This research
topic has become especially active in the classical machine
learning area, considering decision trees or neural networks
to generate the component classifiers, but also some work has
been done recently using different kinds of fuzzy classifiers
(21, [31, [4], [S], [6], [7], [8].

Fuzzy Unordered Rule Induction Algorithm (FURIA) [9],
[10] is a powerful fuzzy classification rule learning algorithm
that can deal with a very common problem of fuzzy rule-
based classification systems (FRBCSs), the so-called curse
of dimensionality [11]. By combining advantages of the RIP-
PER algorithm [12] with fuzzy logic, this algorithm is able
to generate simple and compact sets of fuzzy classification
rules, even when tackling datasets with a large amount of
features. Apart from its ability to deal with high dimensional
datasets, this approach has shown a performance advantage
in comparison to classical machine learning methods such
like RIPPER [12] and C4.5 [13].

There are several techniques in order to obtain diversity,
which leads to a highly accurate ensemble [1], [14], among
the classifiers. Bagging [15] and boosting [16] are the two
most popular generic approaches to do so [17]. There are
also other more recent proposals considering other ways
to promote disagreement between the component classifiers,
with feature selection being an extended strategy [18]. All
in all, it turned out that a combination between bagging and
feature selection is a generic approach leading to good MCS
designs for any kind of classifier learning method [19].

The idea of this paper is a preliminary study of the
performance of FURIA-based fuzzy MCSs. FURIA-based

Krzysztof Trawinski, Oscar Cordén, and Arnaud Quirin are
with European Centre for Soft Computing. Mieres, Spain. (email:
{krzysztof.trawinski, oscar.cordon, arnaud.quirin} @softcomputing.es).

fuzzy MCSs are build using a combination of bagging and
feature selection. We considered three different types of
feature selection algorithms: random subspace [18], mutual
information-based feature selection (MIFS) [20], and the
random-greedy feature selection based on MIFS and the
GRASP approach [21].

In order to test the accuracy of the proposed fuzzy MCSs,
we conduct experiments with 10 datasets taken from the
UCI machine learning repository and provide a study of
the results obtained. Then, we compare them against single
FURIA classifiers.

This paper is structured as follows. The next section
presents a state of the art about MCSs and fuzzy MCSs. In
Sec. III the FURIA algorithm is described, while Sec. IV
describes our approach for designing FURIA-based fuzzy
MCSs. The experiments developed and their analysis are
detailed in Sec. V. Finally, Sec. VI collects some concluding
remarks and future research lines.

II. BACKGROUND AND RELATED WORK

This section explores the current literature related to the
generation of fuzzy rule-based multiclassification systems
(FRBMCSs). The techniques used to generate MCSs and
fuzzy MCSs are described in Sec. II-A and II-B, respectively.

A. Related work on MCSs

A MCS is the result of the combination of the outputs of
a group of individually trained classifiers in order to get a
system that is usually more accurate than any of its single
components [1]. These kinds of methods have gained a large
acceptance in the machine learning community during the
last two decades due to their high performance. Decision
trees are the most common classifier structure considered and
much work has been done in the topic [22], [23], although
they can be used with any other type of classifiers (the use
of neural networks is also very extended, see for example
[24]).

There are different ways to design a classifier ensemble.
On the one hand, there is a classical group of approaches
considering data resampling to obtain different training sets
to derive each individual classifier. In bagging [15], they are
independently learnt from resampled training sets (“bags”),
which are randomly selected with replacement from the
original training data set. Boosting methods [16] sequen-
tially generate the individual classifiers (weak learners) by
selecting the training set for each of them based on the
performance of the previous classifier(s) in the series. Op-
posed to bagging, the resampling process gives a higher



selection probability to the incorrectly predicted examples
by the previous classifiers.

On the other hand, a second group can be found comprised
by a more diverse set of approaches, not based on resampling,
which induct the individual classifier diversity [25]. Feature
selection plays a key role in many of them where each
classifier is derived by considering a different subset of the
original features [14], [26]. Random subspace [18], where
each feature subset is randomly generated, is one of the most
representative methods of this kind.

Finally, there are some advanced proposals that can be
considered as combinations of the two groups. The most
extended one could be random forests [27], where the indi-
vidual classifiers are decision trees learnt from a resampled
“bag” of examples, a subset of random variables is selected
at each construction step, and the best split for those selected
variables is chosen for that node.

The interested reader is referred to [22], [24] for two sur-
veys for the case of decision tree (both) and neural network
ensembles (the latter), including exhaustive experimental
studies.

B. Previous Work on Fuzzy MCSs

The use of boosting for the design of fuzzy classifier
ensembles has been considered in some works, taking the
weak learners as fuzzy variants of neural networks [8], [28]:
as granular models [6], as neuro-fuzzy systems [29], as well
as single fuzzy rules [30], [31], [32].

However, only a few contributions for bagging fuzzy
classifiers have been proposed considering, fuzzy adaptive
neural networks [28], fuzzy neural networks (together with
feature selection) [33], fuzzy clustering-based classifiers [34],
neuro-fuzzy systems [3], and fuzzy decision trees [2], [4] as
component classifier structures.

Especially worth mentioning is the contribution of Bonis-
sone et al. [2]. This approach hybridizes Breimann’s idea
of random forests [27] with fuzzy decision trees [35]. Such
resulting fuzzy random forest combines characteristics of
MCSs with randomness and fuzzy logic in order to obtain a
high quality system joining robustness, diversity, and flexi-
bility to not only deal with traditional classification problems
but also with imperfect and noisy datasets. The results show
that this approach obtains good performance in terms of
accuracy for all the latter problem kinds.

In our previous studies [36], [37], [38], [39], we proposed
a MCS methodology based on classical MCS design tech-
niques such as bagging and feature selection with a fuzzy
rule-based classification system (FRBCS) as a base classifier.
The fuzzy classification rule learning algorithm considered
was the basic heuristic method proposed by Ishibuchi [11].
A multicriteria genetic algorithm (GA) was used for a static
component classifier selection from FRBMCSs guided by
several fitness functions based on training error and likeli-
hood, as well as bicriteria fitness functions based on training
error and likelihood or diversity measures.

Some other contributions based on the use of GAs should
also be remarked. On the one hand, an FRBCS ensemble de-

sign technique is proposed in [40] considering some niching
GA-based feature selection methods to generate the diverse
component classifiers, and another GA for classifier fusion by
learning the combination weights. On the other hand, another
interval and fuzzy rule-based ensemble design method using
a single- and multiobjective genetic selection process is
introduced in [5], [41]. In this case, the coding scheme allows
an initial set of either interval or fuzzy rules, considering the
use of different features in their antecedents, to be distributed
among different component classifiers trying to make them as
diverse as possible by means of two accuracy and one entropy
measures. Besides, the same authors presented a previous
proposal in [42], where an EMO algorithm generated a Pareto
set of FRBCSs with different accuracy-complexity tradeoffs
to be combined into an ensemble.

ITII. FURIA

Fuzzy Unordered Rules Induction Algorithm (FURIA) [9],
[10] is an extension of the state-of-the-art rule learning al-
gorithm called RIPPER [12], having its advantages such like
simple and comprehensible fuzzy rule base, and introducing
new features. FURIA provides three different extensions of
RIPPER: i) it applies unordered rule sets instead of rule lists,
ii) it takes an advantage of fuzzy rules instead of crisp ones,
and iii) it proposes a novel rule stretching method in order
to manage uncovered examples. Below the said features of
FURIA are reviewed.

A. Unordered rule base instead of the list of rules

The first extension of FURIA is the following. It deals with
a standard unordered rule base (RB) instead of a decision list,
as the latter provides one crucial disadvantage. Particularly,
a list of rules favors a default class, that introduces a bias.
Here, for each class, a set of rules is generated using the one-
vs.-rest strategy. Thus, FURIA separates each class from the
other classes. In consequence, there is no default rule and
the order of the rules is not important.

However, this new approach has two drawbacks. The first
one concerns a conflict which arises when having the same
coverage of several rules from different classes. The second
one may take place when an example is not covered by any
of the rules. The first drawback is rather unlikely to occur,
eventhough in case it occurs, it may be resolved easily. The
latter issue is solved by introducing a novel rule stretching
method as described below.

B. Fuzzification of the RIPPER rules

The fuzzification of the RIPPER (crisp) rules corresponds
to the transformation of the crisp values into the fuzzy ones,
that is fuzzy sets with trapezoidal membership functions.
Based on the training set the best fuzzy interval is gener-
ated. Considering the intervals of the crisp rules I; as the
cores [b;, c;] of the fuzzy rule, a learning process aims at
determining the optimal size of the supports of each of the
antecedents [a;, d;]. It must be pointed that only the subset
D&, of the training set D that have not been already covered



by any of the antecedents (A; € FI;, j # i) is considered
in order to build a single antecedent (A; € I;):

Dy = {x=(x1..7x) € Dr|FI;(z;) > 0 for all j # i}
C Dy (1)

Then, the DiT is divided into two subsets, the positive
subset D%, and the negative subset D%, . The following
measure, called rule purity, is used in order to check the
quality of the fuzzification:
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The rule fuzzification procedure is greedy and it iterates
over all antecedents calculating the best fuzzification in terms
of purity (see equation 2). The candidate values for a are
those values laying on the left side from b belonging to D%,
and are expressed as: z;|z = (z1,...,2%) € Db,z < b.
The candidate values for d are those values laying on the
right side from ¢ belonging to D%, and are expressed as:
zilt = (w1,...,2,) € Db xz; > c. In case of a tie, the
larger fuzzy set, the one having a larger distance from the
core, is selected. Then, the antecedent with the highest purity
value is selected to be fuzzified. The whole process ends up
when all antecedents are fuzzified. This procedure is repeated
only once, as it has been noticed that in almost all cases
convergence is obtained after the first iteration.

C. Fuzzy classification rule structure and fuzzy reasoning
method

Fuzzy rules of FURIA are composed of a class C'; and a
certainty degree C'D; in the consequent, the most extended
fuzzy classification rule structure [11], [43]. The final form
of a rule is the following:

R;:If x1is Aj; and ...and z,, is Aj,
then Class C; with CD;; j=1,2,...,N.

The certainty degree of a given example z is defined as
follows:
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where ng stands for a subset of the training set in which the
instances are affected to the class C;. The fuzzy reasoning
method used is the so-called voting-based method [43], [44].
In this approach, each fuzzy rule makes a vote for its
consequent class. The vote strength of the rule is calculated
as the product of the firing degree ,ug 9(z) and the certainty
degree C'D;. The final decision given as the output is the

class with the largest value of the accumulated vote, which
is calculated as follows:

Vi= Y pd(x)xCD; @)
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where h is the class for which the accumulated vote is
computed. In this approach, all compatible fuzzy rules are
responsible for the classification, which should provide a
higher robustness. It must be pointed that when there is no
rule of any class covering a given example x, a rule stretching
procedure, explained in Sec. III-D, is executed.

D. Rule stretching

In case some examples of the training dataset not covered
by any rule exist, a procedure, called rule stretching or rule
generalisation, is applied. This algorithm enlarges the cover-
ing surface of the rules by deleting at least one antecedent
from each of the rules. The generalization procedure aims
to reach a minimal state i.e. only the minimal amount of
antecedents are removed. In FURIA, rule stretching treats
antecedents in the same order in which they were learned.
Thus, it introduces implicitly a degree of importance among
the antecedents, which decreases the complexity of the
approach. The final list is then obtained by cutting the
entire antecedents list at the point where an antecedent not
satisfying a given example is encountered. To check that
general rules are obtained, the following measure is used:

k+1
m + 2

p+1
p+n+2

where p and n are respectively the number of positive and
negative examples covered by the rule, while m is the
size of the entire antecedents list and k is the size of the
generalized list. Note that the second part of the measure
aims at discarding heavily pruned rules, as pruning is rather
decreasing the relevance of the rule.

The interested reader is referred to [9], [10] for more
details regarding the description of FURIA and its improve-
ments with respect to the RIPPER algorithm.

IV. BAGGING FURIA-BASED Fuzzy MCSs

In this section we will detail how the FURIA fuzzy MCSs
are designed. A normalized dataset is split into two parts, a
training set and a test set. The training set is submitted to an
instance selection and a feature selection procedures in order
to provide individual training sets (the so-called bags) to train
FURIA classifiers. After the training, we get a FURIA-based
fuzzy MCS, which is validated using the training and the test
errors, as well as a measure of complexity based on the total
number of component classifiers obtained from FURIA. The
whole procedure is graphically presented in Fig. 1.



Training
Dataset

Final Set of
Classifiers

Training validation:
* Training Error
« Complexity

5

3
°\-

Dataset Instance
(normalized)| selection
resampling)

it

FURIA

5

Bagging

*Test Validation:
* Test Error
« Complexity

Test
Dataset

Fig. 1. Our framework: after the instance and the feature selection
procedures, the component fuzzy classifiers are derived by the FURIA
learning method. Finally, the output is obtained using a voting-based
combination method.

A. FURIA-based fuzzy MCS design approaches

In [19] it was shown that a combination between bagging
and feature selection composed a general design procedure
which usually leads to good MCS designs, regardless the
classifier structure considered. Hence, we decided to follow
that idea and we integrate FURIA into a framework of that
kind. We aim to combine the diversity induced by the MCS
design methods and the robustness of the FURIA method in
order to derive good performance fuzzy rule-based MCSs.

The term bagging is an acronym of bootstrap aggrega-
tion and refers to the first successful method proposed to
generate MCSs [15]. This approach was originally designed
for decision tree-based classifiers, however it can applied to
any type of model for classification and regression problems.
Bagging is based on bootstrap and consists of reducing the
variance of the classification by averaging many classifiers
that have individually been tuned to random samples that
follow the sample distribution of the training set. The final
output of the model is the most frequent value, called voting,
of the learners considered. Bagging is the most effective
when dealing with unstable classifiers, what means a small
change in the training set can cause a significant change
in the final model. In addition, it is recommended when a
given dataset is composed of small amount of examples.
Furthermore, bagging enables a parallel and independent
learning of the learners in the ensemble.

In this contribution, the bags are generated with the same
size as the original training set, as commonly done. Three
different feature selection methods, random subspace [18],
mutual information-based feature selection (MIFS) [20], and
a random-greedy feature selection method based on MIFS
and the GRASP approach [21], are considered.

Random subspace is a method in which a subset of features
is randomly selected from the original dataset. Alternatively,
the greedy Battiti’s MIFS method is based on a forward
greedy search using the mutual information measure [45],
with regard to the class. This method orders a given set S of
features by the information they bring to classify the output
class considering the already selected features. The mutual
information I(C, F) for a given feature F' is defined as:

Pl f)

I(C,F) = P(c, f)log 5" ©)
¢, f

P(e)P(f)

where P(c), P(f) and P(c, f) are respectively the values
of the density function for the class, the feature variables,
and the joint probability density. In the MIFS method, a
first feature f is selected as the one that maximizes I(C, f),
and then the features f that maximize Q(f) = I(C, f) —
B ses I(f,s) are sequentially chosen until S reaches the
desired size. (8 is a coefficient to reduce the influence of the
information brought by the already selected features.

The random-greedy variant is an approach where the set
is generated by iteratively adding features randomly chosen
from a restricted candidate list (RCL) composed of the
best T percent features according to the () measure at each
selection step. Parameter 7 is used to control the amount of
randomness injected in the MIFS selection. With 7 = 0, we
get the original MIFS method, while with 7 = 1, we get the
random subspace method.

Random search such as random subspace for feature
selection is a well-known approach in the multiclassifiers
research field [2], [18], [23], [27], [46]. Nevertheless, the use
of a heuristic such as a randomized variant of greedy Battiti’s
MIFS [20] combined with FURIA, which is a tree-based
fuzzy rule generation approach, may lead to a performance
improvement.

Finally, no weights are considered to combine the outputs
of the component classifiers to take the final MCS decision,
but a pure voting combination method is applied: the ensem-
ble class prediction will directly be the most voted class in
the component classifiers output set.

V. EXPERIMENTS AND ANALYSIS OF RESULTS

This section presents all the experiments performed.
Sec. V-A introduces the experimental setup. In Sec. V-B
we check the good quality of single FURIA. Then, Sec. V-
C shows results of FURIA-based fuzzy MCSs combined
with bagging and feature selection, in which we compare
all the feature selection approaches considered and report an
advantage of our FURIA-based fuzzy MCS with bagging and
feature selection over the single FURIA classifier.

A. Experimental setup

To evaluate the performance of the generated FURIA-
based fuzzy MCSs, we have selected ten datasets with
different characteristics concerning the number of examples,
features, and classes from the UCI machine learning repos-
itory (see Table I). In order to compare the accuracy of the



considered classifiers, we used Dietterich’s 5x2-fold cross-
validation (5x2-cv), which is considered to be superior to
paired k-fold cross validation in classification problems [47].

TABLE 1
DATASETS CONSIDERED.

[ abbrev. | dataset [ #examples [ #attr. [ #classes |

aba abalone 4178 7 28
bre breast 700 9 2
gla glass 214 9 7
hea heart 270 13 2
ion ionosphere 352 34 2
let letter 20000 16 26
mag magic 19020 10 2
opt optdigits 5620 64 10
pbl pblocks 5474 10 5
pen pendigits 10992 16 10

A feature subset, which are relative with respect to the ini-
tial size of features of the classification problem, is tested for
the FURIA-based fuzzy MCSs using feature selection. The
considered rule to select a feature subset size is following:
if the size of an initial feature set is smaller than 10, then
the feature subset size is equal to 5. If the size of an initial
feature set is between 10 and 20, then the feature subset size
is equal to 9. Finally, if a size of an initial feature set is
larger than 30, then the Large feature subset size is roughly
equal to 30% of the initial set (see Table II).

As described in Sec. IV-A, these features are to be selected
by means of three different approaches: the greedy Bat-
titi’s MIFS filter feature selection method [20], the Battiti’s
method with GRASP (with 7 equal to 0.5, see Sec. IV-A),
and random subspace [18]. Battiti’s method has been run
by considering a discretization of the real-valued attribute
domains in ten parts and setting the 3 coefficient to 0.1.

TABLE II
FEATURE SUBSET SIZES FOR EACH OF THE DATASETS CONSIDERED.

[ Dataset [ #attr. [ feat. subset size
abalone 7 5
breast 9 5
glass 9 5
heart 13 9

ionosphere 34 9
letter 16 9
magic 10 9

optdigits 64 18
pblocks 10 9

pendigits 16 9

The FURIA-based fuzzy MCSs generated are initially
comprised by 3, 5, 7, and 10 classifiers in order to evaluate
the impact of the ensemble size in the accuracy of the ob-
tained MCS. A small number of component fuzzy classifiers
(up to 10) is considered in this first study. Larger numbers
are left for future works as well as the consideration of a
classifier selection mechanism.

All the experiments have been run in a cluster at the
University of Granada on Intel quadri-core Pentium 2.4 GHz
nodes with 2 GBytes of memory, under the Linux operating
system.

B. Single FURIA-based fuzzy classifier for high dimensional
problems

In the first place, we have conducted experiments on a
single FURIA-based fuzzy classifier without feature selection
in order to observe its behaviour on the different datasets
selected. Notice that, some of them can be considered to
be high dimensional, either with respect to the number of
features or with respect to the number of examples.

We may observe that FURIA in isolation is able to deal
with high dimensional datasets with many features (for in-
stance optdigits, which has 64 features) as well as with many
examples (for instance letter, which has 20.000 examples),
providing good quality results (see Table III). Our aim in the
reminder of this section is to check if the use of fuzzy MCSs
based on FURIA allows us to improve the latter capability
by obtaining a more accurate classification system.

TABLE III
RESULTS FOR A SINGLE FURIA-BASED FUZZY CLASSIFIER WITHOUT
FEATURE SELECTION.

[ FURIA single classifier - All features

aba bre gla hea ion let mag opt pbl pen
tra. err. 0.781 0.023 0.336 0.141 0.041 0.038 0.143 0.633 0.018 0.003
test err. 0.805 0.049 0.377 0.227 0.163 0.123 0.157 0.683 0.033 0.027

C. Combination of FURIA with bagging and feature selec-
tion

In this subsection, we present the results of the FURIA-
based fuzzy MCSs obtained from the combination of bagging
and the three feature selection algorithms considered (see
Sec. IV-A).

This experiment is made with the aim to check if the
combination of bagging with feature selection allows us to
generate the most accurate ensembles as happened with other
kinds of classifiers [36], [48].

Each table (Tables from IV to VI) presents a set of
FURIA-based fuzzy MCSs with different ensemble sizes.
The combination of each feature selection algorithm is shown
in a different table.

We will do two types of analyses taking into account the
test errors obtained. In the first analysis, we will compare
the performance of the three different feature selection algo-
rithms, and in the second we will benchmark the FURIA-
based fuzzy MCS derived by the best previous feature
selection approach against the single FURIA-based fuzzy
classifier.

1) Feature selection approaches: in our first analysis, we
are comparing the three different feature selection algorithms
among them.

The results are presented in Tables IV, V, and VI.

o FURIA-based fuzzy MCSs considering bagging and
the Greedy feature selection outperform the other ap-
proaches in 6 out of 10 cases (+1 tie), whereas
FURIA-based fuzzy MCSs considering bagging and
the Random-greedy feature selection do so 1 time (+2
ties) placing FURIA-based fuzzy MCSs considering
bagging and the Random subspace feature selection



approach in the last position with only 1 best accuracy
value obtained (+1 tie), for ensembles composed of 3
classifiers.

« For ensembles composed of 5 classifiers, all the three
approaches obtained the same results having 3 best
accuracy values obtained (+1 tie).

« FURIA-based fuzzy MCSs considering bagging and the
Random-greedy feature selection outperform the other
approaches in 5 out of 10 cases, whereas FURIA-
based fuzzy MCSs considering bagging and the Ran-
dom subspace feature selection do so 3 times placing
FURIA-based fuzzy MCSs considering bagging and the
Greedy feature selection approach in the last position
with only 2 best accuracy values obtained for ensembles
composed of 7 classifiers.

o FURIA-based fuzzy MCSs considering bagging and
the Random-greedy and the Random subspace feature
selection obtained the best accuracy values in 4 out of
10 cases (+1 ties), whereas FURIA-based fuzzy MCSs
considering bagging and the Greedy feature selection
do so 1 times (+1 ties) for ensembles composed of 10
classifiers.

o Considering the overall results, FURIA-based fuzzy
MCSs considering bagging and the Random-greedy and
the Random subspace feature selection obtained the best
overall accuracy values in 4 out of 10 cases (+1 ties),
placing the Greedy feature selection in the last position
with only 1 best accuracy value obtained (+1 tie).

TABLE IV
FURIA-BASED FUZZY MCSS WITH BAGGING AND GREEDY FEATURE
SELECTION.

FURIA - Greedy feature selection

3

aba bre gla hea ion let mag opt pbl pen
tra. err. 0.657 0.020 0.163 0.095 0.039 0.053 0.115 0.511 0.015 0.015
test err. 0.769 0.051 0.360 0.199 0.161 0.124 0.140 0.664 0.031 0.049
5 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.642 0.018 0.123 0.090 0.040 0.039 0.114 0.499 0.014 0.011
test err. 0.762 0.047 0.348 0.196 0.157 0.111 0.139 0.654 0.031 0.044
7 classifiers
aba bre 2l hea fon Tet mag opt bl pen
tra. err. 0.625 0.017 0.116 0.073 0.038 0.034 0.114 0.502 0.014 0.009
test err. 0.756 0.044 0.337 0.187 0.153 0.104 0.139 0.643 0.030 0.043
10 classifiers
aba bre 2l hea fon Tet mag opt bl pen
tra. err. 0.622 0.017 0.114 0.074 0.035 0.029 0.116 0.501 0.014 0.008
test err. 0.753 0.045 0.335 0.184 0.147 0.100 0.140 0.639 0.030 0.041

In view of the results obtained it is rather hard to point out
the best feature selection approach. Table VII summarizes the
obtained results in the form of a summarized matrix showing
the number of wins (W), ties (T), and loses (L) for three
feature selection algorithms for each ensemble size. In view
of the overall results, collected in the last row of the table,
we can may be highlight the performance of the Random-
Greedy feature selection approach to generate FURIA-based
fuzzy MCSs when combined with bagging. Nevertheless, the
results obtained from the other feature selection approaches
were not much worse.

2) Benchmarking against the single FURIA-based fuzzy
classifier: in our second analysis, we are comparing the

TABLE V
FURIA-BASED FUZZY MCSS WITH BAGGING AND RANDOM-GREEDY
FEATURE SELECTION.

[ FURIA - Random-greedy feature selection

3 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.772 0.016 0.155 0.094 0.041 0.054 0.114 0.446 0.015 0.006
test err. 0.797 0.043 0.368 0.200 0.152 0.128 0.141 0.666 0.031 0.036
5 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.770 0.016 0.132 0.084 0.044 0.037 0.114 0.423 0.014 0.004
test err. 0.796 0.044 0.348 0.198 0.147 0.108 0.139 0.656 0.030 0.030
7 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.761 0.014 0.122 0.079 0.040 0.031 0.113 0.421 0.014 0.004

test err. 0.789 0.042 0.344 0.179 0.146 0.102 0.138 0.646 0.030 0.027

0 classifiers

aba bre ol fiea fon Tet mag_|_opt pbI pen

tra. err. 0.757 0.014 0.106 0.077 0.035 0.026 0.115 0.410 0.014 0.003
test err. 0.787 0.043 0.334 0.187 0.145 0.096 0.139 0.640 0.030 0.026

TABLE VI
FURIA-BASED FUZZY MCSS WITH BAGGING AND RANDOM SUBSPACE
FEATURE SELECTION.

[ FURIA - Random subspace feature selection

3 classifiers

aba bre gla hea ion let mag opt pbl pen
tra. err. 0.772 0.017 0.139 0.080 0.043 0.102 0.120 0.444 0.016 0.005
test err. 0.804 0.043 0.375 0.202 0.165 0.202 0.145 0.665 0.033 0.031
5 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.760 0.017 0.099 0.073 0.041 0.047 0.115 0.417 0.015 0.003
test err. 0.792 0.040 0.339 0.199 0.158 0.132 0.139 0.656 0.031 0.022
7 classifiers
aba bre gla hea ion let mag opt pbl pen
tra. err. 0.759 0.015 0.087 0.066 0.035 0.034 0.114 0.420 0.014 0.002

test err. 0.793 0.040 0.318 0.195 0.157 0.116 0.139 0.644 0.030 0.018

0 classifiers

aba bre ol hiea fon Tet mag_|_opt ol pen

tra. err. 0.754 0.015 0.075 0.062 0.026 0.025 0.117 0.410 0.015 0.002
test err. 0.786 0.041 0.319 0.191 0.147 0.103 0.140 0.638 0.030 0.015

FURIA-based fuzzy MCSs derived by the best previous
feature selection approach combined with bagging against
the single FURIA-based fuzzy classifier. FURIA-based fuzzy
MCSs considering bagging and Random-greedy feature se-
lection outperform the single classifier in 8 out of 10 cases
for ensembles composed of 3 classifiers, whereas considering
ensembles composed of 5 classifiers they obtain better results
in 9 out of 10 cases. In addition, FURIA-based fuzzy MCSs
considering bagging and Random-greedy feature selection
outperform the single classifier in 9 out of 10 cases (+1 tie)
for ensembles composed of 7 classifiers. Finally, considering
the ensemble size of 10, FURIA-based fuzzy MCSs consid-
ering bagging and Random-greedy feature selection obtain
better results in all of the cases. Pendigits (2 times + 1 tie)
and letter (1 time) are the only datasets for which the single
fuzzy classifier outperforms the fuzzy MCSs, probably in
due to the large amount of important features contained in
the datasets.

Overall, FURIA-based fuzzy MCSs generated from Bag-
ging and Random-greedy feature selection outperform the
single classifier in 36 out of 40 cases (+1 tie).

VI. CONCLUSIONS AND FUTURE WORKS

In this first study, we proposed a methodology in which a
bagging approach together with a feature selection technique
is used to train FURIA-based fuzzy classifiers in order to ob-
tain a fuzzy rule-based MCS. We used a single winner-based



TABLE VII
RESULTS FOR EACH OF THE FEATURE SELECTION APPROACHES FOR FURIA-BASED FUZZY MCSS GENERATED WITH BAGGING AND FEATURE
SELECTION IN THE FORM OF A SUMMARIZED MATRIX.

Greedy Random-greedy Random

Feature subset size | W | T | L || W | T L W |T| L
3 6 | 1|3 1 ]2 7 1 1] 8

5 3 (1] 6 311 6 31116

7 2 10| 8 510 5 3101 7

10 1 {11 8 4 11 5 4 11| 5

Overall 121325134 23 11 | 3126

method on top of the base classifiers. We tested FURIA- [6] W. Pedrycz and K.C. Kwak. Boosting of granular models. Fuzzy Sets

based fuzzy MCSs with bagging and feature selection. By
using the abovementioned techniques, we aimed to obtain
fuzzy MCSs dealing with high dimensional data.

We have conducted experiments over 10 datasets taken
from the UCI machine learning repository. We showed that
the obtained results are promising and provide a performance
advantage over the single FURIA classifier.

One of the next steps we will take in the short future is the
measure of the performance of the bagging and the feature
selection components separately and testing different feature
subset sizes for the feature selection algorithms. Moreover,
we could check what evolutionary multiobjective optimiza-
tion algorithms can bring for the final classifier selection
in the view of getting an optimal size of the ensemble.
This MCS design approach, called overproduce-and-choose
strategy (OCS) [49], [50] is based on the generation of a
large number of component classifiers and of the subsequent
selection of the subset of them best cooperating. By doing
so, the performance of FURIA-based fuzzy MCSs could
be improved, while decreasing the number of classifiers in
the ensemble, thus obtaining different trade-offs between
accuracy and complexity. The other extension to follow is to
study other fuzzy reasoning methods to combine the results
of the individual members of the ensemble, trying to combine
classifiers in a dynamic manner, in a way that a classifier or
a set of them is responsible just for a particular data region.
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