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Abstract—Classification in imbalanced domains has become
one of the most relevant problems within the area of Machine
Learning at the present. This problem has raised in significance
due to its presence in many real applications and it occurs
when the distribution of the available examples to carry out
the learning process is very different between the classes (often
for binary class data-sets). Usually, the underrepresented class
is the concept of the most interest for the problem, being the
cost derived from a misclassification of these examples much
higher than that of the remaining examples.

In this work we analyze the behaviour of a cost-sensitive
learning method for Fuzzy Rule Based Classification Systems in
the scenario of high imbalanced data-sets. Specifically, we focus
on one representative rule learning approach for Genetic Fuzzy
Systems, the Fuzzy Hybrid Genetics-Based Machine Learning
algorithm.

The experimental results show how our cost-sensitive ap-
proach in this type of domains will help us to obtain very
accurate solutions in shorter training times and also with a
lower complexity with respect to other possibilities proposed
for classification with imbalanced problems such as the use of
preprocessing to rebalance the class distribution.

Keywords-Fuzzy Rule Based Classification Systems, Imbal-
anced Data-sets, Cost-Sensitive, Genetic Fuzzy Systems

I. INTRODUCTION

In the scenario of classification problems, we distinguish
imbalanced data-sets as special data-sets where the number
of instances differs significantly between the classes (in
a binary problem). The class imbalance is dominant in a
high number of real problems including, but not limited
to, telecommunications, WWW, finances, ecology, biology,
medicine and so on. The positive or minority class is usually
the one that has the highest interest from the learning point
of view and it also implies a great cost when it is not well
classified [1].

In order to address this problem, many solutions have
been developed in three different levels:

∙ Data level solutions: the objective consists in rebalanc-
ing the class distribution by sampling the data space
[2], [3]

∙ Algorithmic level solutions: these solutions try to adapt

several classification algorithms to reinforce the learn-
ing towards the positive class [4].

∙ Cost-sensitive solutions: this type of solutions incorpo-
rates approaches at the data level, at the algorithmic
level, or at both levels jointly, considering higher costs
for the misclassification of examples of the positive
class with respect to the negative class, and therefore,
trying to minimize higher cost errors [5], [6], [7].

In order to design the classifier, we will use Fuzzy Rule
Based Classification Systems (FRBCSs), which are a very
useful tool in the field of Machine Learning since they
provide interpretable models for the end user with very good
accuracy results in many areas [8]. Specifically, recent works
have shown that FRBCSs have a good behaviour dealing
with imbalanced data-sets by means of the application of
instance preprocessing techniques [9].

Given these previous issues, in this work we aim to
analyze the impact of cost-sensitive learning in this type
of problems, developing a cost-sensitive linguistic fuzzy
learning method that allow us to obtain the Rule Base (RB)
of the FRBCS. Among the different methods that have been
proposed in the specialized literature for designing fuzzy
rule-based systems, Genetic Fuzzy Systems (GFS) are one
of the most interesting tools in order to avoid the necessity
of linguistic knowledge from domain experts [10], [11].
However, one of the drawbacks of this type of methodology
is that they usually require long training times due to the
use of genetic algorithms, being directly dependant of the
size of the training set.

In this work we have selected the Fuzzy Hybrid Genetics-
Based Machine Learning (FH-GBML) algorithm [12] which
has shown to be very robust for imbalanced problems when
combined with the use of preprocessing [13]. In this work,
we will modify the learning features of this algorithm
considering the cost of the misclassification of the different
examples. The results obtained with this methodology will
be compared with those achieved by the standard FH-GBML
algorithm and with the use of Synthetic Minority Over-
sampling Technique (SMOTE) [3] as preprocessing step.

In this work, we will focus on high imbalanced binary
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classification problems, having selected a benchmark of 22
problems from KEEL data-set repository1 [14]. We will
perform our experimental analysis focusing on the precision
of the models using the Area Under the ROC curve (AUC)
[15], but we will also study both the efficiency in the training
stage and the interpretability of the RB measured as the
number of rules. This study will be carried out using non-
parametric tests to check whether there exist significant
differences among the obtained results [16], [17].

This work is structured in the following way. First, Section
II presents an introduction of classification with imbalanced
problems, describing its features, how to address this prob-
lem, cost-sensitive learning and the metrics that are used in
this framework. Next, Section III introduces the main aspects
of a fuzzy learning method for building FRBCSs which will
be the base of our proposal for a methodology of cost-
sensitive fuzzy learning. Section IV shows the experimental
study carried out. Finally, the conclusions achieved in this
work are shown in Section V

II. CLASSIFICATION WITH IMBALANCED DATA-SETS

In this section we delimit the context in which this work
is content, briefly introducing the problem of imbalanced
classification and the cost-sensitive learning. We finish this
section describing the evaluation metrics that are used in this
specific problem with respect to the most common ones in
classification.

A. The problem of imbalanced classification

Learning from imbalanced data is a significant topic that
has recently appeared in the context of Machine Learning
[18], [19]. Specifically, we refer to imbalanced data-sets
when the distribution between the classes is not uniform,
being the number of examples that represents one of the
classes much lower than the other, adding that the charac-
terization of this class often has a higher practical interest.
The significance of this problem relies on its presence
in numerous real classification problem such as parasite
detection in images [20], mine detection with radar and sonar
[21] or the study of intestinal contractions [22], just citing
some of them.

Standard classification algorithms from examples are of-
ten biased towards the negative class (majority class), since
the rules that correctly classify a higher number of examples
are selected in the learning process while increasing the
considered metric (that it is often based in the percentage
of well-classified examples). Hence, the instances of the
positive class (minority class) are misclassified with a higher
frequency than those that belong to the negative class [23].
Another important feature of this type of problems are the
“small disjuncts”, that is, a data concentration of one class in
a small area of the problem being surrounded by examples

1http://www.keel.es/datasets.php

of the contrary class [24], [25]; this type of regions are hard
to detect for most of the learning algorithms. Furthermore,
another main problem of imbalanced data-sets is the higher
probability of overlapping between the positive and negative
examples [26].

There exist different imbalance degrees between the data.
In this work we will use the “imbalance ratio” (IR) [24] to
distinguish among different categories. This metric is defined
as the ratio between the number of examples of the negative
class and the positive class. We consider that a data-set
present a high degree of imbalance when its IR is higher
than 9 (less than a 10% of instances of the positive class).

B. Cost-sensitive learning

Cost-sensitive learning takes into account the variable cost
of a misclassification of the different classes [6], [27]. A cost
matrix codifies the penalties of classifying examples of one
class as a different one. Let 𝐶(𝑖, 𝑗) be the cost of predicting
an instance of class 𝑖 as class 𝑗; with this notation 𝐶(+,−)
is the cost of misclassifying a instance of the positive class
as if it was negative and 𝐶(−,+) is the cost of the opposite
case.

When dealing with imbalanced problems it is usually
of most interest to recognize the positive instances rather
than the negative ones. Therefore, the cost when mistaking
a positive instance is higher than the cost of mistaking a
negative one (𝐶(+,−) > 𝐶(−,+)). As a classical example,
the reader may refer to a diagnosis problem in which it is
often less dangerous to obtain a false positive than a false
negative, since the patient will not obtain the treatment for
his/her disease.

The cost-sensitive learning process tries to minimize the
number of high cost errors and the total error of misclas-
sification, taking into account the cost matrix during the
building of the model with the aim of obtaining one with
the lowest cost. Usually, for minimizing the cost the Bayes
Theorem of the minimal risk is used to assign each example
the class with lowest risk. Cost-sensitive learning supposes
that there is a cost matrix available for the different type of
errors. However, given a data-set, this matrix is not usually
given [19], [28].

C. Evaluation metrics

Most of the approaches for classification in Machine
Learning use some precision measure for the model as the
percentage of well-classified examples (standard accuracy
rate). However, this kind of metrics often lead to erroneous
conclusions when we work with imbalanced data-sets since
they do not take into account the proportion of examples
within each class, neither the misclassification cost is in-
cluded. For this reason, in this work we will use the metric
denominated AUC [15], which is defined as:

𝐴𝑈𝐶 =
1 + 𝑇𝑃𝑟𝑎𝑡𝑒 − 𝐹𝑃𝑟𝑎𝑡𝑒

2
(1)
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where 𝑇𝑃𝑟𝑎𝑡𝑒 is the ratio of examples of the positive class
that are well-classified and 𝐹𝑃𝑟𝑎𝑡𝑒 is the ratio of examples
of the negative class misclassified.

III. COST-SENSITIVE FUZZY RULE BASED

CLASSIFICATION SYSTEMS

In this section, we will introduce a cost-sensitive linguistic
FRBCS that considers the variable costs of misclassification
during the genetic training stage. First, we will describe the
main features of FRBCS and the fuzzy learning algorithm
used in this work. Then, we will describe the modifications
carried out in this algorithm for adapting it for classification
with imbalanced data-sets.

A. Fuzzy rule based classification systems

An FRBCS has two main components: the Inference
System and the Knowledge Base. In a linguistic FRBCS,
the Knowledge Base is composed of a RB, constituted by
a set of fuzzy rules, and the Data Base that stores the
membership functions of the fuzzy partitions associated to
the input variables. If expert knowledge of the problem is
not available, it is necessary to use some Machine Learning
process to obtain the Knowledge Base from examples.

Any classification problem is composed by 𝑚 training
samples 𝑥𝑝 = (𝑥𝑝1, . . . , 𝑥𝑝𝑛), 𝑝 = 1, 2, . . . ,𝑚 from 𝑀

classes where 𝑥𝑝𝑖 is the value of attribute 𝑖 (𝑖 = 1, 2, . . . , 𝑛)
of the 𝑝-th training sample. In this work we use fuzzy rules
of the following scheme to build our FRBCSs:

Rule 𝑅𝑗 :
If 𝑥1 is 𝐴𝑗1 and . . . and 𝑥𝑛 is 𝐴𝑗𝑛 then
Class = 𝐶𝑗 with 𝑅𝑊𝑗

(2)

where 𝑅𝑗 is the label of the 𝑗-th rule, 𝑥 = (𝑥1, . . . , 𝑥𝑛) is a
n-dimensional vector of samples (input variables), 𝐴𝑗𝑖 is the
𝑖-th label of the antecedent, 𝐶𝑗 is the class label, and 𝑅𝑊𝑗

is the rule weight [29]. We use triangular membership func-
tions as fuzzy partitions associated to the input variables.
To compute the rule weight, many alternatives have been
proposed, although we have considered as a good choice the
use of the heuristic method known as the Penalized Certainty
Factor (PCF) [30]:

PCF𝑗 =

∑
𝑥𝑝∈𝐶𝑗

𝜇𝐴𝑗
(𝑥𝑝)−

∑
𝑥𝑝 /∈𝐶𝑗

𝜇𝐴𝑗
(𝑥𝑝)

∑𝑚
𝑝=1 𝜇𝐴𝑗

(𝑥𝑝)
(3)

where 𝑥𝑝 is the p-th example of the training set, 𝐶𝑗 is the
consequent class of rule 𝑗 and 𝜇𝐴𝑗

(𝑥𝑝) is the membership
degree of the example with the antecedents of the rule.

B. The FH-GBML algorithm

Fuzzy learning methods are the basis to build a FRBCS
since they are able to learn its RB avoiding the necessity of
linguistic knowledge from domain experts. The algorithm
used in this work is the FH-GBML method [12], which

consists of a Pittsburgh approach where each rule set is han-
dled as an individual. It also contains a Genetic Cooperative-
Competitive learning (GCCL) approach (an individual rep-
resents a unique rule), which is used as a kind of heuristic
mutation for partially modifying each rule set.

This method uses standard fuzzy rules with rule weights
where each input variable 𝑥𝑖 is represented by a linguistic
term or label. The system defines 14 possible linguistic terms
for each attribute as well as a special “do not care” set.

In the learning process, 𝑁𝑝𝑜𝑝 rule sets are created by
randomly selecting 𝑁𝑟𝑢𝑙𝑒 training patterns. Then, a fuzzy
rule from each of the selected training patterns is gen-
erated by probabilistically choosing an antecedent fuzzy
set from the 14 candidates (𝑃 (𝐵𝑘) =

𝜇𝐵𝑘
(𝑥𝑝𝑖)∑

14

𝑗=1
𝜇𝐵𝑗

(𝑥𝑝𝑖)
) and

each antecedent fuzzy set of the generated fuzzy rule is
replaced with don’t care using a pre-specified probability.
The class with the highest accumulated compatibility degree
is selected as class label.
𝑁𝑝𝑜𝑝 − 1 rule sets are generated by selection, crossover

and mutation in the same manner as the Pittsburgh-style
algorithm using as fitness the number of correctly classified
training examples. Next, with a pre-specified probability, a
single iteration of the GCCL-style algorithm is applied to
each of the generated rule sets using the same fitness as the
Pittsburgh part.

Finally, the best rule set is added to the current population
in the newly generated (𝑁𝑝𝑜𝑝 -1) rule sets to form the next
population and, if the stopping condition is not satisfied, the
genetic process is repeated again.

C. A cost-sensitive learning approach: FH-GBML-CS algo-
rithm

We denote our proposal as FH-GBML-CS (Fuzzy Hy-
brid Genetics-Based Machine Learning Cost-Sensitive) algo-
rithm. The main goal of FH-GBML-CS is to obtain a FRBCS
that is able to consider the different costs associated to
misclassification of some of its samples during the building
process of the RB. To achieve that purpose an algorithmic
level solution is used, modifying the original behaviour of
the FH-GBML algorithm in some of its steps:

∙ Adaption of the fitness function of the Pittsburgh ap-
proach. Instead of using the number of correctly clas-
sified training examples FH-GBML-CS tries to mini-
mize the misclassification cost: 𝐹𝑁𝑟𝑎𝑡𝑒 × 𝐶(−,+) +
𝐹𝑃𝑟𝑎𝑡𝑒 × 𝐶(+,−).

∙ Modifications in the computation of the rule weight.
We have adapted the PCF heuristic building the Cost-
Sensitive Penalized Certainty Factor (CS-PCF) which
is used in FH-GBML-CS to compute the rule weight:

CS-PCF𝑗 =

∑
𝑥𝑝∈𝐶𝑗

𝜇𝐴𝑗
(𝑥𝑝)×Cs𝑗

∑𝑚

𝑝=1
𝜇𝐴𝑗

(𝑥𝑝)×Cs𝑗

−

∑
𝑥𝑝 /∈𝐶𝑗

𝜇𝐴𝑗
(𝑥𝑝)×Cs𝑗

∑𝑚

𝑝=1
𝜇𝐴𝑗

(𝑥𝑝)×Cs𝑗

(4)
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where Cs𝑗 is the misclassification cost of an example
from class 𝑗.

∙ Different class label choice for the rule. Instead
of selecting the class considering only the highest
compatibility we choose the class with the highest
𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦 × 𝑐𝑜𝑠𝑡.

IV. EXPERIMENTAL STUDY

In this study, our aim is to analyze the behaviour of the
FH-GBML-CS algorithm in the context of data-sets with
high imbalance. To do so, we will consider twenty-two data-
sets from KEEL data-set repository [14] with different IR, as
shown in Table I, where we denote the number of examples
(#Ex.), number of attributes (#Atts.), class name of each
class (positive and negative), class attribute distribution and
IR. This table is in ascending order according to the IR.

Table I
SUMMARY DESCRIPTION FOR IMBALANCED DATA-SETS.

Data-set #Ex. #Atts. Class (+; -) %Class(+, -) IR
Data-sets with High Imbalance (IR higher than 9)

Yeast2vs4 514 8 (cyt; me2) (9.92, 90.08) 9.08
Yeast05679vs4 528 8 (me2; mit,me3,exc,vac,erl) (9.66, 90.34) 9.35
Vowel0 988 13 (hid; remainder) (9.01, 90.99) 10.10
Glass016vs2 192 9 (ve-win-float-proc; build-win-float-proc, (8.89, 91.11) 10.29

build-win-non float-proc,headlamps)
Glass2 214 9 (Ve-win-float-proc; remainder) (8.78, 91.22) 10.39
Ecoli4 336 7 (om; remainder) (6.74, 93.26) 13.84
Yeast1vs7 459 8 (nuc; vac) (6.72, 93.28) 13.87
Shuttle0vs4 1829 9 (Rad Flow; Bypass) (6.72, 93.28) 13.87
Glass4 214 9 (containers; remainder) (6.07, 93.93) 15.47
Page-blocks13vs2 472 10 (graphic; horiz.line,picture) (5.93, 94.07) 15.85
Abalone9vs18 731 8 (18; 9) (5.65, 94.25) 16.68
Glass016vs5 184 9 (tableware; build-win-float-proc, (4.89, 95.11) 19.44

build-win-non float-proc,headlamps)
Shuttle2vs4 129 9 (Fpv Open; Bypass) (4.65, 95.35) 20.5
Yeast1458vs7 693 8 (vac; nuc,me2,me3,pox) (4.33, 95.67) 22.10
Glass5 214 9 (tableware; remainder) (4.20, 95.80) 22.81
Yeast2vs8 482 8 (pox; cyt) (4.15, 95.85) 23.10
Yeast4 1484 8 (me2; remainder) (3.43, 96.57) 28.41
Yeast1289vs7 947 8 (vac; nuc,cyt,pox,erl) (3.17, 96.83) 30.56
Yeast5 1484 8 (me1; remainder) (2.96, 97.04) 32.78
Ecoli0137vs26 281 7 (pp,imL; cp,im,imU,imS) (2.49, 97.51) 39.15
Yeast6 1484 8 (exc; remainder) (2.49, 97.51) 39.15
Abalone19 4174 8 (19; remainder) (0.77, 99.23) 128.87

To analyze the cost-sensitive approach proposed, we will
compare the performance of FH-GBML-CS and two ver-
sions of FH-GBML: the standard FH-GBML algorithm [12]
and the FH-GBML algorithm using SMOTE [3] as prepro-
cessing method, considering only the 1-nearest neighbour to
generate the synthetic samples, and balancing both classes
to the 50% distribution.

To develop the different experiments we consider a 5-
fold cross-validation model, i.e., 5 random partitions of
data with a 20%, and the combination of 4 of them (80%)
as training and the remaining one as test. For each data-
set we consider the average results of the five partitions.
Furthermore, Wilcoxon’s Signed-Ranks Test [31] is used for
statistical comparison of our empirical results. In all cases
the level of confidence (𝛼) will be set at 0.05.

The configuration for the different approaches is presented
in Table II, which includes the parameters for the configu-
ration of the FRBCS and the set-up of the GFS features (𝑑
stands for the dimensionality of the problem).

Table II
CONFIGURATION FOR THE FRBCS FEATURES OF THE ALGORITHMS

Configuration Parameter
FRBCS Conjunction operator: Product T-norm

Rule Weight: PCF (FH-GBML and
FH-GBML+SMOTE) and CS-PCF
(FH-GBML-CS)

Fuzzy Reasoning Method: Winning Rule
GFS Number of fuzzy rules: 5 ⋅ 𝑑 (max. 50 rules)

Number of rule sets: 200
Crossover probability: 0.9
Mutation probability: 1/𝑑
Number of replaced rules: All rules except

the best-one (Pittsburgh-part, elitist approach)
number of rules/5 (GCCL-part)

Total number of generations: 1, 000
Don’t care probability: 0.5
Probability of the application of the GCCL

iteration: 0.5

Tables III and IV show the results in performance for FH-
GBML-CS and the algorithms employed for comparison,
that is, FH-GBML and FH-GBML+SMOTE. Table III shows
the general summary results for all the data-sets included
in the study. This table includes the average AUC metric
(being 𝐴𝑈𝐶𝑇𝑟 the AUC over the training data-set, 𝐴𝑈𝐶𝑇𝑠𝑡

the AUC over the test dataset), the average number of rules
and average run time measured in seconds. Table IV shows
the accuracy results for each data-set using the AUC metric
and the average number of rules for the three algorithms
considered in this study.

Table III
SUMMARY RESULTS IN PERFORMANCE (AUC METRIC, NUMBER OF

RULES, RUN TIME) FOR FH-GBML, FH-GBML+SMOTE AND

FH-GBML-CS

Algorithm 𝐴𝑈𝐶𝑇𝑟 𝐴𝑈𝐶𝑇𝑠𝑡 #Rules Run time (sec.)
FH-GBML 62.64 58.92 33.95 527.44

FH-GBML+SMOTE 89.89 81.77 18.73 1140.04
FH-GBML-CS 92.13 82.35 6.89 342.97

We observe that the precision obtained by FH-GBML-
CS is higher than the one for FH-GBML and similar to
the one for FH-GBML+SMOTE for 𝐴𝑈𝐶𝑇𝑟 and 𝐴𝑈𝐶𝑇𝑠𝑡,
showing the necessity to use specific techniques to deal
with the imbalanced problem. This situation is represented
statistically by means of a Wilcoxon test (Table V).

Table V
WILCOXON TEST TO COMPARE FH-GBML-CS (CS) WITH FH-GBML

(BASE) AND FH-GBML+SMOTE (SMOTE) ACCORDING TO THE AUC
METRIC. 𝑅+ CORRESPONDS TO FH-GBML-CS AND 𝑅− TO

FH-GBML OR FH-GBML+SMOTE

Comparison 𝑅+ 𝑅− Hypothesis (𝛼 = 0.05) p-value
CS vs Base 251.0 2.0 Rejected for CS 0.000

CS vs SMOTE 124.0 129.0 Not Rejected 0.935
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Table IV
DETAILED RESULTS IN PERFORMANCE (AUC METRIC, NUMBER OF RULES) FOR FH-GBML, FH-GBML+SMOTE AND FH-GBML-CS

Dataset FH-GBML FH-GBML+SMOTE FH-GBML-CS
𝐴𝑈𝐶𝑇𝑟 𝐴𝑈𝐶𝑇𝑠𝑡 #Rules 𝐴𝑈𝐶𝑇𝑟 𝐴𝑈𝐶𝑇𝑠𝑡 #Rules 𝐴𝑈𝐶𝑇𝑟 𝐴𝑈𝐶𝑇𝑠𝑡 #Rules

Yeast2vs4 66.07 62.60 33.4 94.52 92.50 16.8 95.88 90.92 6
Yeast05679vs4 51.23 51.00 39.4 84.39 79.38 13.8 85.80 79.28 7
Vowel0 57.86 59.22 100 94.62 92.94 30.4 94.62 93.99 6.8
Glass016vs2 53.68 49.43 13.2 82.25 59.60 17.2 88.04 68.76 7.2
Glass2 52.91 49.23 19.4 82.02 67.29 18.8 88.07 64.79 6.4
Ecoli4 74.92 64.69 29.6 98.31 88.10 12.2 99.49 89.13 6.6
Yeast1vs7 52.08 50.00 39.4 81.08 74.06 19.8 85.68 75.13 8.2
Shuttle0vs4 100.00 94.60 48.8 100.00 100.00 49.8 100.00 99.80 10
Glass4 58.64 53.08 24.6 98.38 87.67 16.6 99.04 90.39 6.6
Page-Blocks13vs4 88.62 80.77 29.4 98.59 98.88 16.8 99.65 97.94 5.8
Abalone9-18 52.67 50.00 32.6 79.10 64.89 17.2 82.55 80.21 5.6
Glass016vs5 56.96 50.00 49.4 97.64 86.86 17.6 99.21 85.64 6.4
Shuttle2vs4 100.00 100.00 24.2 100.00 97.95 17.4 100.00 95.00 10
Yeast1458vs7 52.03 49.47 29.8 75.22 58.94 14.2 77.97 62.49 5.8
Glass5 56.96 50.00 50 96.22 88.78 23.6 98.93 85.79 6.4
Yeast2vs8 60.63 55.00 39.4 84.20 76.11 14.2 87.66 76.32 7
Yeast4 52.66 49.97 28 86.66 79.95 10.8 88.00 82.14 6.4
Yeast1289vs7 52.89 49.89 19.6 79.31 67.13 16.4 82.04 70.43 6
Yeast5 51.42 49.97 20.4 97.73 96.74 21.6 98.59 95.02 6.8
Ecoli0137vs26 82.33 74.63 40 97.31 81.36 15.8 99.41 78.09 7
Yeast6 53.53 52.72 26.4 91.11 86.76 12.4 92.96 83.38 6.6
Abalone19 50.00 50.00 40 78.95 73.14 18.6 83.23 66.99 7
Mean 62.64 58.92 33.95 89.89 81.77 18.73 92.13 82.35 6.89

On the other hand, we can see that the run time of
FH-GBML-CS is similar to the original FH-GBML and
much lower than the FH-GBML+SMOTE option. This fact
is statistically supported with a Wilcoxon test (Table VI).
These results make the FH-GBML-CS a method with an
equivalent precision to the use of preprocessing with a
smaller run time. The use of GFS turns the reduction of
the training set into a critical issue since it influences the
efficiency of the output model. Furthermore, regarding the
complexity of the obtained models with each approach, the
average number of rules is lower in the model obtained
by FH-GBML-CS therefore obtaining more compact and
interpretable models than the other methods by means of
a more appropriate computation of the rule weight for this
type of problems.

Table VI
WILCOXON TEST TO COMPARE FH-GBML-CS (CS) WITH FH-GBML
(BASE) AND FH-GBML+SMOTE (SMOTE) ACCORDING TO THE RUN

TIME (SECONDS). 𝑅+ CORRESPONDS TO FH-GBML-CS AND 𝑅− TO

FH-GBML OR FH-GBML+SMOTE

Comparison 𝑅+ 𝑅− Hypothesis (𝛼 = 0.05) p-value
CS vs Base 153.0 100.0 Not Rejected 0.390

CS vs SMOTE 253.0 0.0 Rejected for CS 0.00

V. CONCLUDING REMARKS

In this work we have analyzed the behaviour of a cost-
sensitive learning method for linguistic FRBCSs when using
GFSs in the learning stage focusing on the scenario of high
imbalanced data-sets. The experimental and statistical results
show that cost-sensitive learning is a feasible alternative to

solve imbalanced classification problems since it improves
the base algorithm. Furthermore, cost-sensitive learning is
a sufficiently competitive proposal compared to data-level
solutions based in rebalancing the class distribution, with
lower time requirement being this a very significant issue in
the framework of GFSs. Finally, we must stress that cost-
sensitive learning obtains lower complex models having a
good trade-off between precision and interpretability in a
model with a good compromise between the precision in
both classes in a reasonable run time.

As future work, we will extend this study analyzing the
performance of more algorithms and different cost-sensitive
methods to modify and adapt the behaviour of the fuzzy
learning algorithm in the imbalanced data-sets problem.
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