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Abstract—Nearest neighbor is one of the most successfully
used techniques for performing classification and pattern recog-
nition tasks. Its simplicity and effectiveness justify the use
of this technique in certain domains but it however presents
several drawbacks referring to time response, noise sensitivity
and storage requirements. Several solutions have been proposed
in order to alleviate these problems, such as improving the
technique for speeding up or carrying out a data reduction
process. Prototype generation is a suitable process for data
reduction that allows to fit a data set for nearest neighbor
classification. Position adjustment of prototypes is a successful
technique within the prototype generation methodology.
Evolutionary algorithms are adaptive methods based on

natural evolution that may be used for search and optimization.
Position adjustment of prototypes can be viewed as a search
problem, thus it could be solved using evolutionary algorithms.
In this paper, we perform a preliminary study on the use of
differential evolution algorithms to the prototype generation
problem. Differential evolution models are compared with
other algorithms for adjusting the position of prototypes and
the results are contrasted through non-parametrical statistical
tests. The results show that some differential evolution models
consistently outperform previously proposed methods.

I. INTRODUCTION

The k-Nearest Neighbors rule (kNN) [1] is one of the most
known and used nonparametric classifier in Machine Learn-
ing and Data Mining (DM) tasks [2]. It is included in a more
specific field of DM known as lazy learning, which refers
to the set of methods that predict the class label from raw
training data and do not obtain learning models. Although
kNN is a simple technique, it has demonstrated itself to be
one of the most interesting and effective algorithms in DM
and pattern recognition.
Classification typically involves partitioning samples into

training and testing categories. Let xp be a training sample
from n available samples in the training set. Let xt be a test
sample, and let ω be the true class of a training sample and ω̂
be the predicted class for a test sample (ω, ω̂ = 1, 2, . . . ,Ω).
Here, Ω is the total number of classes. During the training
process, we use only the true class ω of each training sample
to train the classifier, while during testing we predict the
class ω̂ of each test sample. With the kNN rule, where k=1
(1NN), the predicted class of test sample xt is set equal to
the true class ω of its nearest neighbor, where nni is a nearest
neighbor to xt if the distance
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d(nni, xt) = minj{d(nnj , xt)}.

For kNN, the predicted class of test sample xt is set equal
to the most frequent true class among k nearest training
samples. This forms the decision rule D : xt → ω̂.
It is well known that kNN suffers from several drawbacks

[3]. Mainly, four weaknesses cause a great impact in the
successful application of this classifier. The first one is the
necessity of high storage requirements in order to retain the
set of examples which defines the training set and allows
it to perform the decision rule. The second one is the low
efficiency obtained during the computation of the decision
rule, caused by multiple computations of similarities between
the test and training samples. Third, kNN (especially 1NN)
presents low tolerance to noise, due to the fact that it uses all
data as relevant even when the training set contains incorrect
data. Finally, kNN makes predictions over existing data and
it assumes that input data perfectly delimitates the decision
boundaries among classes.
Several approaches have been suggested and studied in

order to tackle the drawbacks mentioned. One of the most
important solutions consists of reducing data used for estab-
lishing a classification rule. Data reduction techniques [4]
could be divided into two different approaches, known as
prototype selection (PS) and prototype generation (PG) or
abstraction. The main difference between both approaches is
that PS methods assume that the best representative examples
can be obtained from a subset of the original data whereas
PG methods generate new representative examples if needed,
tackling also the fourth disadvantage mentioned above [5].
Evolutionary Algorithms (EAs) are general-purpose search

algorithms that use principles inspired by natural genetic
populations to evolve solutions to problems. The basic idea
is to maintain a population of chromosomes, which represent
plausible solutions to the problem and evolve over time
through a process of competition and controlled variation.
EAs have been used in data reduction tasks with promising
results [6], [7]
Differential evolution (DE) has been shown to be a simple

yet efficient EA for many optimization problems in real-
world applications [8]. Like other evolutionary algorithms,
two fundamental processes drive the evolution of a DE
population: the variation process, which enables exploring
different regions of the search space, and the selection pro-
cess, which ensures the exploitation of previous knowledge
about the fitness landscape [9].
Some sub-processes within the PG problem can be viewed
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as a real valued optimization problem with high degree of
difficulty. In fact, although most of the PG methods proposed
are based on heuristics, some of them could be dealt with
powerful optimization techniques, such the case of position
adjustment of prototypes. Some of them are based on EAs,
such as Genetic Algorithms [10], [11], Particle Swarm Op-
timization (PSO) [12], [13] and Artificial Immune Systems
[14]. DE algorithms have shown an excellent performance
in real valued optimization problems and, for this reason,
we propose the use of DE algorithms to tackle the position
adjustment of prototypes.
This paper is a preliminary study where we propose and

analyze the use of all the known schemes of the basic DE
algorithm [15], that is, 13 DE schemes will be studied.
Recent advances in DE in real valued optimization problems
are OBDE [16], SADE [17], DEGL [18], JADE [19] and
SFLSDE [20], but they are out of the scope of this pre-
liminary study. Then, we are interested in establishing the
best choice for adjusting the position of prototypes in 1NN,
and comparing this scheme with other two well known pro-
totype position optimization schemes described below. The
experimental study will include a statistical analysis based
on nonparametric tests and we will conduct experiments
involving a total of 25 classification data sets.
This paper is organized as follows. A background is given

in Section II, describing the PG problem, introducing DE and
a briefly summarizing the methods for adjusting prototypes
positioning used in the experimental comparison. In Section
III we present the DE algorithm proposed for tackling
the position adjustment problem. Section IV examines and
analyzes the results obtained and presents a discussion of
them. Finally, Section V concludes the paper.

II. BACKGROUND

This section is composed by three different parts. Subsec-
tion II-A, presents a background on PG. Next, subsection
II-B shows the main characteristics of DE, and finally,
subsection II-C collect a brief survey of the methods for
adjusting the position of prototypes that we use to compare
with our proposal.

A. Background on PG
PG is an important technique in data reduction. It has

been widely applied to instance-based classifiers and can be
defined as the application of instance construction algorithms
over a data set to improve the classification accuracy of a
nearest neighbor classifier.
More specifically, PG can be defined as follows: Let xp

be an instance where xp = (xp1, xp2, ..., xpm, xpω), with xp
belonging to a class ω given by xpω and a m-dimensional
space in which Xpi is the value of the i-th feature of the
p-th sample. Then, let us assume that there is a training
set TR which consists of n instances xp and a test set
TS composed by s instances xt. The purpose of PG is to
obtain a prototype generate set, which consists of r, r < n,
prototypes, which are either selected or generated from the

examples of TR. The prototypes of the generated set are
determined to represent efficiently the distributions of the
classes and to discriminate well when used to classify the
training objects. Their cardinality should be sufficiently small
to reduce both the storage and evaluation time spent by a
kNN classifier.
The PG approaches can be divided into several families

depending on the main heuristic operation followed. The
first approach we can find in the literature, called PNN [21]
belongs to the family of methods that carry out merging of
prototypes of the same class in successive iterations, generat-
ing centroids. One of the most important families of methods
are those based on Learning Vector Quantization (LVQ) [22].
Other well-known methods are those based on a divide-
and-conquer scheme, by separating the m-dimensional into
two or more subspaces with the purpose of simplifying the
problem in each step [23].

B. Differential Evolution
Differential evolution follows the general procedure of

an EA. DE starts with a population of NP candidate so-
lutions, so-called individuals. The initial population should
better cover the entire search space as much as possible.
In some problems, it is achieved by uniformly randomizing
individuals, but in other problem, such as the considered
in this contribution, a basic knowledge of the problem is
available and the use of other initialization mechanisms
is more effective. The subsequent generations in DE are
denoted by G = 0, 1, . . . , Gmax.
It is usually to denote each individual as a D-dimensional

vector Xi,G = {x1
i,G,..., xD

i,G}, it is called ”target vector”.
1) Mutation Operation: After initialization, DE applies

the mutation operator to generate a mutant vector Vi,G, with
respect to each individualXi,G, in the current population. For
each target Xi,G, at the generation G, its associated mutant
vector Vi,G= {V 1

i,G,..., V D
i,G}. The method of creating this

mutant vector is that which differentiates one DE scheme
from another. Six most frequently referred strategies are
listed below:

• ”DE/rand/1”:

Vi,G = Xri
1
,G + F · (Xri

2
,G −Xri

3
,G) (1)

• ”DE/best/1”:

Vi,G = Xbest,G + F · (Xri
1
,G −Xri

2
,G) (2)

• ”DE/rand-to-best/1”:

Vi,G = Xi,G+F ·(Xbest,G−Xi,G)+F ·(Xri
1
,G−Xri

2
,G)
(3)

• ”DE/best/2”:

Vi,G = Xbest,G+F ·(Xri
1
,G−Xri

2
,G)+F ·(Xri

3
,G−Xri

4
,G)
(4)

• ”DE/rand/2”:

Vi,G = Xri
1
,G+F ·(Xri

2
,G−Xri

3
,G)+F ·(Xri

4
,G−Xri

5
,G)
(5)



• ”DE/rand-to-best/2”:

Vi,G = Xi,G + F · (Xbest,G −Xi,G) +

F · (Xri
1
,G −Xri

2
,G) + F · (Xri

3
,G −Xri

4
,G) (6)

The indices ri1, ri2, ri3, ri4, ri5 are mutually exclusive
integers randomly generated within the range [1, NP ], which
are also different from the base index i. These indices are
randomly generated once for each mutation. The scaling
factor F is a positive control parameter for scaling the
difference vectors. Xbest,G is the best individual of the
population in terms of fitness.
The general convention, used for naming these strategies,

is DE/a/b/c, where DE stands for differential evolution,
a represent a string denoting the vector to be perturbed, b
denotes the number of difference vector considered to be
perturbed, and c informs us about the crossover type used.
2) Crossover Operator: After the mutation phase,

crossover operation is applied to increase the potential diver-
sity of the population. DE algorithm can use two kinds of
crossover schemes, known as ’Binomial’ and ’Exponential’
crossover. This operator is applied to each pair of the target
vector Xi,G and its corresponding mutant vector Vi,G to
generate a new trial vector that we denote Ui,G. The mutant
vector exchanges its components with the target vector Xi,G.
Binomial crossover scheme is performed on all the com-

ponents whenever a randomly picked number between 0 and
1 is less than or equal to the crossover rate (CR), The CR
is a user-specified constant within the range [0, 1), which
controls the fraction of parameter values copied from the
mutant vector. This scheme may be outlined as

U j
i,G =

{
V j
i,G if rand(0,1) <= CR or j = jrand

Xj
i,G Otherwise

j = 1, 2, ..., D. (7)

In exponential crossover we select an integer N between
[1, NP ]. N is the starting point in the target Vector XN

i,G

from where the crossover exchanges components with the
mutation vector. It is necessary to choose another integer
called L from the same interval [1, NP ]. This integer L
denotes the number of components that they will try to
exchange.

Ui,G =

{
V j
i,G for j = ‖N‖, ‖N + 1‖, ..., ‖N + L− 1‖

Xj
i,G for all other j ∈ [1, D]

(8)
where the ‖·‖ denote a modulo function with modulus D.
There is a different kind of crossover operator called

arithmetic crossover that it replace (7) and (8) with the ro-
tationally invariant arithmetic crossover operator to generate
the trial vector Ui,G by linearly combining the target vector
XiG and Vi,G, like this,

Ui,G = Xi,G +K · (Vi,G −Xi,G) (9)

Where K is the combination coefficient which is usu-
ally used in the interval [0, 1]. This strategy is known as
”DE/current-to-rand/1”.
3) Selection Operator: When the trial vector has been

generated we must decide which individual betweenXiG and
Ui,G should survive in the population to the next generation
G+1. If the new trial vector yields an equal or better solution
that the target vector, it replaces the corresponding target
vector in the next generation; otherwise the target is retained
in the population. Therefore, the population always get better
or retains the same fitness values, but never deteriorates.

Xi,G+1 =

{
Ui,G if f(Ui,G) is better than f(Xi,G)

Xi,G Otherwise
(10)

This one-to-one selection procedure is generally kept fixed
in most of DE algorithms.

C. Other studied techniques for adjusting the position of
prototypes
We attempt to describe LVQ and PSO as the main con-

tributors in this field, taking into account that they will be
used in the experimental study.
1) LVQ: Learning Vector Quantization: Learning vector

quantization was proposed by Kohonen in [22]. LVQ can be
understood as a special case of artificial neural network in
which a neuron corresponds to a prototype and a competition
weight based process is carried out in order to locate each
neuron in a concrete place of the m-dimensional space to
increase the classification accuracy.
Specifically, let us assume that xp is an instance which

belongs to TR, and the prototypes or codebooks are denoted
mi(t) : mi(t) ε TR, i = 1, 2, . . . , r, where r is the number of
prototypes for the reduced set, and t is the time coordinate.
A sequence of patterns xp will be used to learn. The r

prototypes or codebooks mi(t) will be the final reduced set,
they are initialized in some proper way; random selection
will be often suitable, and then, they are modified during the
learning phase using the sequence of xp.
The modifications are based on the concepts of reward

and punishment. For each xp one finds the mc closest to it,
according to some distance function. The position of mc is
updated, if xp and mc belong to the same class, then mc

is made closer to xp (reward, equation (11)) , otherwise,
mc is moved away from xp (punishment, equation (12)). A
parameter α(t) is used to control the movement.

mc(t+ 1) = mc(t) + α(t)[xp −mc(t)] (11)

mc(t+ 1) = mc(t)− α(t)[xp −mc(t)] (12)

This procedure is known as LVQ1, Kohonen has subse-
quently proposed modifications, LVQ2 and LVQ3, in order
to provide an improved performance near decision borders.
LVQ3 has reported the best results, and it consists on finding
the two prototypesmi(t) and mj(t) nearest to xp, and which



are relatively near to themselves according to a parameter,
known as window size. On the one hand, let mj(t) be an
instance with the same class as xp, and mi(t) with different
class, they are rewarded and punishment, respectively. On
the other hand, if both instances belong to the same class as
xp, both are rewarded.
2) PSO: Particle Swarm Optimization: Particle Swarm

Optimization [24] is a evolutionary algorithm which is based
on the social behavior of biological organisms, e.g. the
movement of bird flocking. This algorithm has been applied
in different fields, and it was proposed for PG by Nanni and
Lumini in [13].
The basic idea for applying this technique to PG is the

following. Initially, a population is initialized with NP ran-
dom solutions, each solution is called ”particle” Xi,G. Each
particle is composed of a random small set of r prototypes
which is selected from the TR. Then, the position of these
prototypes is adjusted using the PSO rules, attempting to
minimize the classification error.
Each particle Xi,G has an associate velocity Vi,G and

the best previous position of each particle is recorded as
Xbest,i. At each iteration particles are updated according to
the equation (13), previouly, the new velocity is calculated
following (14). This velocity equation provides to the PSO
algorithm the balance between global and local exploration.
Global exploration is the social part, i.e. the particle moves
according to the best particle position (Pbest), and local
exploration is the cognitive part, where the particle moves
according to its best position (Xbest,i).

Xi,G+1 = Xi,G + Vi,G+1; (13)

Vi,G+1 = w · Vi,G + c1Rand()(Xbest,i −Xi,G)

+c2Rand()(Pbest −Xi,G). (14)

The balance is controlled by two parameters, c1 and c2.
Furthermore, the influence of the last velocity is gradually
decreased with a new parameter w, known as inertial weight
[?].

III. DE FOR PROTOTYPE GENERATION
In this section we propose to apply the underlying idea

in DE for PG problem as a position adjusting of prototypes
scheme.
First of all, it is necessary to define the solution codifica-

tion. In the proposed DE algorithm, each individual in the
population encodes a complete solution, that is, a reduced
set of prototypes are encoded sequentially in each individual.
This type of codification is known as the Pittsburgh approach
[25]. The number of prototypes encoded in each individual
will define its individual size and it is denoted r as previously.
An user parameter will set this value r.
Following the notation used in subsection II-B, Xi,G

define the target vector, but in this case, the target vector
could be represented as a matrix. Table I describes the
structure of an individual.

TABLE I
ENCODING OF A SET OF PROTOTYPES IN A INDIVIDUAL FOR THE DE

ALGORITHM

Attribute 1 Attribute 2 ... Attribute m Class
Prototype 1 x1,p1 x2,p1 ... xm,p1 ωp1

Prototype 2 x1,p2 x2,p2 ... xm,p2 ωp2

...
Prototype r x1,pr x2,pr ... xm,pr ωpr

A. Initialization
Given that this problem provides some knowledge based

on the initial arrangement of training samples, DE initializes
its NP individuals by choosing r random prototypes with
its respective class from the TR for each one. In this
initialization process, we ensure that every class has at
least a representative prototype. We use different a priori
probabilities, i.e. the number of representatives instances for
each class is proportional to the number of them in the TR.
It is important to point out that every solution must have
the same structure, thus they must have the same number of
representatives per class, and they must have the same order.

B. Mutation Operator
The six mutation strategies explained in section II, have

been implemented to generate the mutant matrix Vi,G, with
respect to each individual Xi,G, in the current population.
The operations of addition, subtraction and scalar product
are carried out as typical matrices. This is the reason that
justifies the individuals to have the same structure, in order
to give sense to this mutation operator.
After applying this operator, it is necessary to check that

the mutant matrix Vi,G has been generated with correct
values for all features of the prototypes, i.e. we need to check
that the values are in the correct range. We normalize all
attributes of the data set to the [0, 1] range, so this procedure
only needs to check if there have been values out of [0, 1].

C. Crossover Operator
With the idea of increasing the potential diversity of

the population, we define the three crossover operators;
binomial, exponential and arithmetic, for our scheme. Instead
of interchanging attributes values, the mutant matrix Vi,G

exchanges its prototypes with the target Xi,G to generate a
new trial matrix Ui,G.

D. Selection Operator
This operator must decide which individual between XiG

and Ui,G should survive in the population to the next genera-
tion G+1. The 1NN rule guides this operator. The instances
in TR are classified with the prototype encoded in each
individual XiG or Ui,G with 1NN, and the corresponding
fitness values of them is measured as the classification rate
or accuracy obtained, measured as the number of successful
hits (correct classifications) relative to the total number of
classifications. We try to maximize this value, so the selection
operator can be viewed as follow:



Xi,G+1 =

{
Ui,G if accuracy(Ui,G) >= accuracy(Xi,G)

Xi,G Otherwise
(15)

IV. EXPERIMENTAL FRAMEWORK AND RESULTS
In this section we show the factors and issues related

to the experimental study. We provide the details of the
problems chosen for the experimentation and the parameters
of the algorithms in subsection IV-A. In subsection IV-B we
compare the different schemes of DE and identify the best
DE scheme for position adjustment of prototypes by using
statistical tests. Finally, subsection IV-C shows a comparative
study of the best DE with other PG techniques.

A. Experimental Framework
The performance of the algorithms is analyzed by using 25

datasets from the UCI repository [26]. Table II summarizes
the properties of the selected data sets. It shows, for each
data set, the number of examples (#Ex.), the number of
attributes (#Atts.), the number of numerical (#Num.) and
nominal (#Nom.) attributes, and the number of classes (#Cl.).
The data sets considered are partitioned using the ten fold
cross-validation (10-fcv) procedure.

TABLE II
SUMMARY DESCRIPTION FOR CLASSIFICATION DATA SETS

Data Set #Ex. #Atts. #Num. #Nom. #Cl.
appendicitis 106 7 7 0 2
balance 625 4 4 0 3
bands 539 19 19 0 2
bupa 345 6 6 0 2
car 1,728 6 0 6 4
cleveland 297 13 13 0 5
contraceptive 1,473 9 6 3 3
dermatology 366 33 1 32 6
ecoli 336 7 7 0 8
glass 214 9 9 0 7
haberman 306 3 3 0 2
hayes-roth 133 4 4 0 3
heart 270 13 6 7 2
hepatitis 155 19 19 0 2
iris 150 4 4 0 3
led7digit 500 7 0 1 10
mammographic 961 5 0 5 2
monks 432 6 6 0 2
pima 768 8 8 0 2
saheart 462 9 8 1 2
tic-tac-toe 958 9 0 9 2
wine 178 13 13 0 3
wisconsin 683 9 9 0 2
yeast 1,484 8 8 0 10
zoo 101 17 0 17 7

The parameters of the used algorithms are presented in
Table IV-A. These values have been established in order to
compare fairly between the algorithms. Hence, the reduction

rate has been fixed to 95% with the same values for all
algorithms. Furthermore, the EAs considered, PSO and DE,
have been initialized with the same number of particles or in-
dividuals. The rest of parameters values are chosen according
to the respective authors of the algorithms, assuming that the
choice of the values of the parameter was optimally chosen.
All methods used 1NN as baseline classifier with Euclidean
distance.

TABLE III
PARAMETER SPECIFICATION FOR ALL THE METHODS EMPLOYED IN THE

EXPERIMENTATION

Algorithm Parameters
LVQ3 Iterations = 500, α = 0.1, WindowWidth=0.2,

epsilon = 0.1, Number of Prototypes (r) = 5%
PSO SwarmSize = 40, Iterations = 500, ParticleSize (r) = 5%,

C1 = 1, C2 = 3, Vmax = 0.25, Wstart = 1.5, Wend = 0.5
DE PopulationSize = 40, Iterations = 500 ,

IndividualSize (r) = 5%, F = 0.5, CR =0.9

B. Results of DE schemes

Tables IV and V show the results in test data obtained
by 13 different schemes of DE in terms of accuracy. These
tables collect the average and standard deviation (SD) in
accuracy obtained by them over the 25 data sets considered.
The best result for each data set is remarked in bold (taking
into account both tables).
Some observations can be pointed out from these tables:
• The best performing models are those based on Bino-
mial crossover.

• Exponential crossover may produce a reduced number
of perturbations, causing low exploration capabilities.
Hence, exponential crossover schemes probably get
stuck at a local optimum.

• Among them, schemes with RandToBest mutation
scheme outperform the rest of schemes. These kind of
schemes perform a good balance between exploration
(random individual) and exploration (best individual)
and have a fast convergence speed [17].

• In principle, we can point out the DE/RandToBest/1/Bin
as the best model between both RandToBest models.

• The number of difference vectors to be perturbed by the
mutation operator does not seems to be an important
factor that influence over the final result obtained.

Considering only average results could lead us to erro-
neous conclusions. Due to this fact, we will accomplish
statistical comparisons over multiple data sets based on
non-parametric tests [27], [28]. Specifically, we will use
the Wilcoxon Signed-Ranks test [29]. Table VI collects the
results of applying Wilcoxon test among the 13 DE schemes
studied. With a level of significance α = 0.10, the table
reflects which schemes are outperformed by other. When the
scheme situated in the row is better than that situated in the
column, a ’+’ is used. In contrary case, a ’–’ symbol is used.
In case of ties, a ’=’ symbol is used. The p-value obtained is
depicted in the opposite diagonal of the table. The two last



TABLE IV
RESULTS OF DE SCHEMES USING BINARY CROSSOVER

Datasets DE/Rand/1/Bin DE/Best/1/Bin DE/RandToBest/1/Bin DE/Best/2/Bin DE/Rand/2/Bin DE/RandToBest/2/Bin
Acc SD Acc SD Acc SD Acc SD Acc SD Acc SD

appendicitis 86.09 9.19 85.91 9.48 86.91 7.34 85.09 8.31 86.09 10.84 83.27 11.28
bal 85.46 2.81 83.5 3.43 87.52 3.67 85.14 3.98 81.76 3.65 86.55 3.75

bands 66.81 5.8 67 6.6 70.14 4.1 67.53 3.9 67.36 6.64 70.15 5.64
bupa 60.75 10.34 61.8 11.6 62.31 8.87 62.89 8.38 62.66 8.81 64.96 3.49
car 82 2.12 83.85 2.02 83.45 2.39 84.43 2.59 82.64 2.53 81.77 2.22

cleveland 56.11 6.05 56.81 8.68 53.46 6.72 57.42 5.43 53.84 5.72 58.78 9.05
contraceptive 47.05 2.98 44.54 2.61 46.51 3.16 46.23 2.91 42.84 3.84 45.62 3.73
dermatology 94.8 4.13 96.72 1.63 96.18 2.77 95.63 4.24 96.18 2.16 95.65 3.86

ecoli 70.28 4.55 75.93 7.68 77.15 7.41 75.66 7.95 77.72 6.55 79.2 7.14
glass 61.51 11.16 62.03 9.82 65.73 8.1 64.1 12.61 61.51 8.3 62.34 9.42

haberman 73.22 4.48 69.55 6.21 71.19 5.85 69.91 3.71 72.88 3.17 71.19 4.88
hayes-roth 54.89 17.43 63.3 10.68 68.75 12.57 55.63 15.33 65.68 14.18 65.62 11.19

heart 81.85 8.52 81.11 9.14 81.11 9.14 80 10.37 80.37 12.29 82.59 6.21
hepatitis 85.08 8.95 82 11.03 83.25 10.02 78.79 9.89 81.96 6.18 84.58 8.28

iris 94.67 4 95.33 3.06 95.33 3.06 95.33 4.27 96 4.42 94 4.67
led7digit 57.4 4.29 71.4 3.9 71.8 4.6 71.8 4.51 70.2 4.33 71.2 3.71

mammographic 81.69 4.15 80.13 3.39 80.02 3.96 79.5 3.5 79.61 5.63 79.81 4.12
monks 92.89 4.11 79.18 6.74 89.43 6.13 80.6 8.59 79.11 4.32 85.54 4.43
pima 75.27 3.04 73.85 3.74 75.66 3.78 75.53 4.15 73.57 4.72 76.84 3.77

saheart 70.36 6.21 71.22 4.7 70.11 5.65 68.83 3.35 69.49 4.08 69.7 3.19
tic-tac-toe 69.21 3.66 72.35 4.11 76.51 2.94 72.55 6.4 73.39 4.85 72.65 4.6

wine 90.88 10.63 95.52 4.85 95.46 4.27 92.75 8.25 91.63 12.48 96.63 4.46
wisconsin 96.85 1.54 96.57 2.14 95.85 2.16 96.42 1.46 95.71 2.12 96.28 1.59

yeast 52.16 3.16 55.46 5.33 55.46 2.2 57.35 1.96 52.15 3.12 58.09 2.64
zoo 93.89 5.26 94.83 7.24 96.39 4.55 95.5 6.41 96.5 6.26 98.5 3.02

AVERAGE 75.25 76 77.43 75.78 75.63 77.26

TABLE V
RESULTS OF DE SCHEMES USING EXPONENTIAL AND ARITHMETIC CROSSOVER

Datasets DE/Rand/1/Exp DE/Best/1/Exp DE/RandToBest/1/Exp DE/Best/2/Exp DE/Rand/2/Exp DE/RandToBest/2/Exp DE/CurrentToRand/1
Acc SD Acc SD Acc SD Acc SD Acc SD Acc SD Acc SD

appendicitis 84.18 10.75 86 9.33 84.18 10.75 86 9.33 86.91 8.39 86 8.4 86 9.33
bal 87.04 2.3 84.95 4.34 87.04 2.3 84.95 4.34 86.07 4.65 84.79 5.6 87.04 2.21

bands 66.61 4.28 67.54 5.06 66.61 4.28 67.54 5.06 65.69 5.57 67.36 6.48 68.28 4.53
bupa 56.09 10.84 56.24 9.29 56.09 10.84 56.24 9.29 59.37 8.62 57.15 8.05 62.8 9.61
car 81.89 2.86 82.64 2.36 81.89 2.86 82.64 2.36 82.93 2.24 79.57 2.38 82 2.24

cleveland 57.76 4.54 58.76 7.45 58.06 7.03 58.09 6.09 59.46 7.05 57.41 4.44 58.75 4.89
contraceptive 47.8 4.18 49.01 3.98 47.8 4.18 49.01 3.98 46.16 2.78 46.71 3.7 47.93 2.62
dermatology 90.41 4.13 90.7 3.3 93.18 3.3 92.61 4.89 93.76 4.68 91.56 4.57 91.82 3.6

ecoli 70.27 6.18 71.77 6.62 70.55 6.29 72.98 7.44 74.43 4.35 73.57 5.93 74.71 3.92
glass 57.3 8.69 56.59 9.44 58.93 13.19 61.19 10.48 55.2 9.77 59.69 13.06 57.31 8.29

haberman 77.44 5.35 72.19 2.51 77.44 5.35 72.19 2.51 70.55 4.65 72.22 4.45 74.49 7.54
hayes-roth 44.66 10.21 52.85 12.86 44.66 10.21 52.85 12.86 52.52 15.11 52.99 14.52 48.4 8.43

heart 81.11 11.88 83.7 6.87 81.11 11.88 83.7 6.87 81.48 7.59 81.11 9.14 82.59 8.61
hepatitis 81.33 6.07 78.88 10.66 81.33 6.07 78.88 10.66 79.42 8.42 80.08 7.23 77.54 9.73

iris 94.67 5.81 95.33 4.27 94.67 5.81 95.33 4.27 96.67 4.47 96 4.42 93.33 2.98
led7digit 51.4 7.43 47.2 7.44 51.4 7.43 47.2 7.44 50.6 7.1 53.4 5.66 49.6 7.94

mammographic 80.75 4.85 79.61 4.51 80.75 4.85 79.61 4.51 81.17 4.87 79.08 3.07 79.71 4.52
monks 83.87 8.6 80.92 8.41 83.87 8.6 80.92 8.41 83.91 8.28 75.82 7.72 91.92 6.01
pima 75.4 3.1 74.49 3.7 75.4 3.1 74.49 3.7 73.97 4.46 75.15 4.53 76.31 4.4

saheart 71.22 4.2 69.93 5.33 71.22 4.2 69.93 5.33 69.04 3.26 72.07 4.53 70.78 3.4
tic-tac-toe 71.3 5.14 68.59 2.93 71.3 5.14 68.59 2.93 69.81 7.05 68.16 6.32 69.63 3.42

wine 94.93 3.01 94.38 5.56 94.93 3.01 94.38 5.56 93.82 5.31 95.52 5.45 94.35 6.27
wisconsin 96.57 2.57 96.57 2.32 96.57 2.57 96.57 2.32 96.99 2.26 96.57 2.32 96.13 2.23

yeast 49.94 4.95 51.21 2.51 47.78 5.84 50.14 3.58 49.4 4.5 50.61 4.54 51.69 4.38
zoo 65 10.36 65.08 10.89 91.92 7.27 93.44 8.05 87.64 9.5 89.64 9.01 89.47 11.24

AVERAGE 72.76 72.61 73.95 73.98 73.88 73.69 74.5

columns respectively show the number of ties and wins for
each scheme in the corresponding row.
As we can see, the observations mentioned above are

now statistically contrasted and justified. We could choose
DE/RandToBest/1/Bin and DE/RandToBest/2/Bin as the best
performing schemes, due to the fact that they statistically
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TIES WINS
DE/Rand/1/Bin • = – = = – + + = = + + = 6 4
DE/Best/1/Bin 0.326 • – = = – + + = = + + = 6 4

DE/RandToBest/1/Bin 0.042 0.009 • + + = + + + + + + + 1 11
DE/Best/2/Bin 0.339 0.786 0.010 • = – = = = = = + = 9 1
DE/Rand/2/Bin 0.976 0.282 0.001 0.443 • – = = = = = + = 9 1

DE/RandToBest/2/Bin 0.042 0.009 0.742 0.016 0.007 • + + + + + + + 1 11
DE/Rand/1/Exp 0.067 0.077 0.009 0.242 0.339 0.009 • = = = = = = 8 0
DE/Best/1/Exp 0.069 0.055 0.002 0.126 0.207 0.006 0.689 • = = = = – 7 0

DE/RandToBest/1/Exp 0.123 0.144 0.010 0.264 0.476 0.010 0.173 0.265 • = = = = 10 0
DE/Best/2/Exp 0.158 0.107 0.003 0.175 0.346 0.007 0.742 0.116 0.954 • = = = 10 0
DE/Rand/2/Exp 0.069 0.083 0.002 0.158 0.253 0.005 0.638 0.242 0.778 0.737 • = = 8 0

DE/RandToBest/2/Exp 0.028 0.017 0.002 0.054 0.089 0.001 0.648 0.465 0.605 0.523 0.861 • = 6 0
DE/CurrentToRand/1 0.607 0.276 0.040 0.397 0.757 0.034 0.166 0.072 0.658 0.511 0.242 0.440 • 9 1

TABLE VII
AVERAGE RESULTS OBTAINED BY THE BEST DE MODEL AND OTHER PG APPROACHES

Datasets 1NN LVQ3 PSO DE/RandToBest/1/Bin
Acc SD Acc SD Acc SD Acc SD

appendicitis 79.36 11.51 83.18 8.94 87.91 8.1 86.91 7.34
bal 79.04 6.46 80.97 3.69 86.39 2.65 87.52 3.67

bands 63.09 4.65 67.01 6.85 68.29 8.25 70.14 4.1
bupa 61.08 6.88 57.69 8.81 63.75 8.39 62.31 8.87
car 85.65 1.81 79.22 2.58 84.72 2.41 83.45 2.39

cleveland 53.14 7.45 57.81 5 58.11 5.49 53.46 6.72
contraceptive 42.77 3.69 40.73 3.89 45.62 2.35 46.51 3.16
dermatology 95.35 3.45 94.81 4.29 95.65 2.14 96.18 2.77

ecoli 80.7 7.51 72.69 8.34 77.36 4.13 77.15 7.41
glass 73.61 11.91 58.92 7.22 61.17 9.8 65.73 8.1

haberman 66.97 5.46 71.58 4 71.22 3.71 71.19 5.85
hayes-roth 35.7 9.11 40.66 20.98 65.74 11.46 68.75 12.57

heart 77.04 8.89 74.44 6.51 78.15 8.19 81.11 9.14
hepatitis 80.75 11.09 78.08 8.74 76.92 10.28 83.25 10.02

iris 93.33 5.16 90.67 8.54 93.33 4.22 95.33 3.06
led7digit 40.2 9.48 65.8 5.47 71.6 3.98 71.8 4.6

mammographic 73.68 5.59 70.76 3.88 80.75 4.03 80.02 3.96
monks 77.91 5.42 75.49 8.86 85.65 6.89 89.43 6.13
pima 70.33 3.53 68.08 3.92 75.41 4.06 75.66 3.78

saheart 64.49 3.99 67.52 5.49 69.92 4.36 70.11 5.65
tic-tac-toe 73.07 2.56 69.84 2.11 72.44 3.34 76.51 2.94

wine 95.52 4.85 94.93 1.69 94.35 5.76 95.46 4.27
wisconsin 95.57 2.59 96.42 2.23 96.71 1.82 95.85 2.16

yeast 50.47 3.91 47.51 4.84 55.26 3.02 55.46 2.2
zoo 92.81 6.57 82.92 15.26 93.75 5.31 96.39 4.55

AVERAGE 72.07 71.51 76.41 77.43



TABLE VIII
RESULTS OF THE WILCOXON TEST COMPARING THE BEST DE WITH

OTHER APPROACHES

Comparison Result (α = 0.05) p-value
DE vs. 1NN Better 0.001
DE vs. LVQ3 Better 0
DE vs. PSO Better 0.042

behave the same. However, we prefer to choose the former
basing on the average accuracy results achieved in Table IV.

C. Comparison with other PG models
Table VII shows the results in test data over the 25 data

sets used for 1NN, LVQ3, PSO and our best DE scheme.
As before, Wilcoxon test has been applied to contrast the
results. Table VIII shows the statistical comparison.
Observing the results, we can make the following analysis:
• All the DE schemes have reported better average results
than LVQ3 and 1NN algorithms.

• DE/rand-To-Best/1/bin proposal obtains the best average
results in accuracy measure with the same reduction rate
as LVQ3 and PSO algorithms. Note that the same size
of population and number of iterations have been also
used for both Evolutionary schemes PSO and DE. It
clearly outperforms the other techniques with a great
support, given by the Wilcoxon p-value. Furthermore,
the baseline algorithm, 1NN, has been outperformed
with a wide difference in terms of accuracy and also
with a high reduction rate.

V. CONCLUSIONS

The purpose of this contribution is to present a preliminary
study of the differential evolution algorithm for data reduc-
tion tasks. In concrete, it was used for optimizing the position
of prototypes for the nearest neighbor algorithm, acting as a
prototype generation method. This algorithm achieves a good
balance between exploration and explotation which allows
it to achieve results that are statistically better than other
methods shown. With a proper choice of the type of DE
scheme, other prototype generation algorithms such as LVQ
and PSO can be easily improved.
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