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a b s t r a c t

To solve group decision-making problems we have to take in account different aspects. On the one hand,
depending on the problem, we can deal with different types of information. In this way, most group deci-
sion-making problems based on linguistic approaches use symmetrically and uniformly distributed lin-
guistic term sets to express experts’ opinions. However, there exist problems whose assessments need to
be represented by means of unbalanced linguistic term sets, i.e., using term sets which are not uniformly
and symmetrically distributed. On the other hand, there may be cases in which experts do not have an in-
depth knowledge of the problem to be solved. In such cases, experts may not put their opinion forward
about certain aspects of the problem and, as a result, they may present incomplete information. The aim
of this paper is to present a consensus model to help experts in all phases of the consensus reaching pro-
cess in group decision-making problems in an unbalanced fuzzy linguistic context with incomplete infor-
mation. As part of this consensus model, we propose an iterative procedure using consistency measures
to estimate the incomplete information. In addition, the consistency measures are used together with
consensus measures to guided the consensus model. The main novelty of this consensus model is that
it supports the management of incomplete unbalanced fuzzy linguistic information and it allows to
achieve consistent solutions with a great level of agreement.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

The increasing complexity of the social–economic environment
nowadays has caused that the decision-making processes are being
widely studied [15,18]. Many organizations have moved from a
single decision maker or expert to a group of experts to accomplish
this task successfully. A group decision making (GDM) problem is
usually understood as a decision problem which consists in finding
the best alternative(s) from a set of feasible alternatives,
X ¼ fx1; . . . ; xng, according to the preferences provided by a group
of experts, E ¼ fe1; . . . ; emg, characterized by their experience and
knowledge. To do this, experts have to express their preferences
by means of a set of evaluations over the set of alternatives.

In this paper, we assume that experts use preference relations
[8,31,47,48], amongst other reasons, because they are a useful tool
in the aggregation of experts preferences into group preference [8–
10,31,32,35,45,48] and focuses exclusively on two alternatives at a
time, which facilitates experts when expressing their preferences.
However, this way of providing preferences limits experts in their
ll rights reserved.
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global perception of the alternatives and, as a consequence, the
provided preferences could be not rational. Usually, rationality is
related to consistency, which is associated with the transitivity
property. Many properties have been suggested to model transitiv-
ity of a fuzzy preference relation [32]. One of these properties is the
additive consistency, which, as shown in [32], can be seen as the
parallel concept of Saaty’s consistency property in the case of mul-
tiplicative preference relations [47]. Obviously, the consistent
information, i.e., information which does not imply any kind of
contradiction, is more relevant or important than information con-
taining some contradictions. Thus, it would be of great importance
to measure the level of consistency of each expert in the GDM
problem.

In these problems, a difficulty that has to be addressed is the
lack of information. As aforementioned, each expert has his/her
own experience concerning the problem being studied, which also
may imply a major drawback, that of an expert not having a perfect
knowledge of the problem to be solved. Indeed, there may be cases
where an expert would not be able to efficiently express any kind
of preference degree between two or more of the available options.
This may be due to an expert not possessing a precise or sufficient
level of knowledge of part of the problem, or because that expert is
unable to discriminate the degree to which some options are better
than others. Experts in these situations would rather not guess
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Fig. 2. Resolution process of a GDM problem.
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those preference degrees and, as a consequence, they might pro-
vide incomplete information [1,2,4,29,30,38,39,45,49,50]. There-
fore, it would be of great importance to provide the experts with
tools that allow them to express this lack of knowledge in their
opinions.

Another important issue to bear in mind is the different types of
information used by the experts to provide their opinions. Usually,
many problems present quantitative aspects which can be as-
sessed by means of precise numerical values [8,30,29,37]. How-
ever, some problems present also qualitative aspects that are
complex to assess by means of precise and exact values. In these
cases, the fuzzy linguistic approach [19,23,34,41,49,50,55–57]
can be used to obtain a better solution. This is the case, for in-
stance, when experts try to evaluate the ‘‘comfort” of a car, where
linguistic terms like ‘‘good”, ‘‘fair”, ‘‘poor” are used [40]. Many of
these problems use linguistic variables assessed in linguistic term
sets whose terms are uniformly and symmetrically distributed,
i.e., assuming the same discrimination levels on both sides of
mid linguistic term. However, there exist problems that need to as-
sess their variables with linguistic term sets that are not uniformly
and symmetrically distributed [21,33]. This type of linguistic term
sets are called unbalanced linguistic term sets (see Fig. 1).

To solve GDM problems, the experts are faced by applying two
processes before obtaining a final solution [22,25,31,36,37]: the
consensus process and the selection process (see Fig. 2). The former
consists in obtaining the maximum degree of consensus or agree-
ment between the set of experts on the solution set of alternatives.
Normally, the consensus process is guided by a human figure called
moderator [7,22,25,36], who is a person that does not participate
in the discussion but monitors the agreement in each moment of
the consensus process and is in charge of supervising and address-
ing the consensus process toward success, i.e., to achieve the max-
imum possible agreement and to reduce the number of experts
outside of the consensus in each new consensus round. The latter
refers to obtaining the solution set of alternatives from the opin-
ions on the alternatives given by the experts. It involves two differ-
ent steps [26,46]: aggregation of individual opinions and
exploitation of the collective opinion. Clearly, it is preferable that
the set of experts achieves a great agreement amongst their opin-
ions before applying the selection process and, therefore, in this
paper we focus on the consensus process.

A consensus process is defined as a dynamic and iterative group
discussion process, coordinated by a moderator helping experts
bring their opinions closer. If the consensus level is lower than a
specified threshold, the moderator would urge experts to discuss
their opinions further in an effort to bring them closer. On the con-
trary, when the consensus level is higher than the threshold, the
moderator would apply the selection process in order to obtain
the final consensus solution to the GDM problem. In this frame-
work, an important question is how to substitute the actions of
the moderator in the group discussion process in order to automat-
ically model the whole consensus process. Some automatic con-
sensus approaches have been proposed in [6,29,31,34,42]. Most
of these consensus models use only consensus measures to control
and guide the consensus process. However, if a consensus process
is seen as a type of persuasion model [16], other criteria could be
used to guide consensus reaching processes as, for example, the
cooperation or consistency criterion. Some fuzzy consensus ap-
proaches based on both consistency and consensus measures can
be found in [14,17,24,29].
Fig. 1. Example of an unbalanced
The aim of this paper is to present a consensus model to deal
with GDM problems in which experts use incomplete unbalanced
fuzzy linguistic preference relations to provide their preferences.
This consensus model will not only be based on consensus mea-
sures but also on consistency measures. We use two kinds of con-
sensus measures to guide the consensus reaching process,
consensus degrees, which evaluate the agreement of all the ex-
perts, and proximity measures, which evaluate the agreement be-
tween the experts’ individual opinions and the group opinion. To
compute them, first, all missing values are estimated using a con-
sistency-based estimation procedure. This estimation procedure is
based on the Tanino’s consistency principle and makes use of all
the estimation possibilities that derive from it. In this approach,
the computation of missing values in an expert’s incomplete
unbalanced fuzzy linguistic preference relation is done using only
the preference values provided by that particular expert. By doing
this, it is assured that the reconstruction of the incomplete unbal-
anced fuzzy linguistic preference relation is compatible with the
rest of the information provided by that expert. Also, the main
aim in the design of these approaches is to maintain or maximise
the expert’s global consistency, as it has been shown in [11]. After-
wards, some consistency measures for each expert are computed.
Both consistency and consensus measures are used to design a
feedback mechanism, and, in such a way, we substitute the actions
of the moderator and give advice to the experts on how they
should change and complete their opinions to obtain a solution
with a high consensus degree (making experts’ opinions closer).

The rest of the paper is set out as follows. Section 2 deals with
the preliminaries necessary to develop our consensus model. In
Section 3, the consensus model for GDM problems with incomplete
unbalanced fuzzy linguistic information is presented. Section 4
shows a practical example to illustrate the application of the con-
sensus model. Finally, some concluding remarks are pointed out in
Section 5.
2. Preliminaries

In this section, we briefly present the tools necessary to design
the consensus model, that is, the methodology used to manage
linguistic term set of 8 labels.
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unbalanced fuzzy linguistic information, the concept of incomplete
unbalanced fuzzy linguistic preference relation, consistency mea-
sures and the consistency based procedure to estimate missing
values.
Fig. 3. Representation for an unbalanced linguistic term set of 8 labels using a
linguistic hierarchy.
2.1. Methodology to manage unbalanced fuzzy linguistic information

To manage unbalanced fuzzy linguistic information, we propose
a methodology similar to those proposed in [6,21,33]. This meth-
odology is based on the transformation of the unbalanced fuzzy
linguistic information in a linguistic hierarchy (LH) [28], which is
the linguistic representation domain that allows us to develop
comparison and combination processes of unbalanced fuzzy lin-
guistic information.

A LH is a set of levels, where each level represents a linguistic
term set with different granularity from the remaining levels of
the hierarchy. Each level is denoted as lðt;nðtÞÞ, where t is a number
indicating the level of the hierarchy, and nðtÞ is the granularity of
the linguistic term set of t. Then, a LH can be defined as the union
of all levels t.

Given a LH, we denote as SnðtÞ the linguistic term set of LH cor-
responding to the level t of LH characterized by a cardinality nðtÞ:
SnðtÞ ¼ fsnðtÞ

0 ; . . . ; snðtÞ
nðtÞ�1g. Furthermore, the linguistic term set of the

level t þ 1 is obtained from its predecessor as:
lðt;nðtÞÞ ! lðt þ 1;2 � nðtÞ � 1Þ.

The procedure to represent unbalanced fuzzy linguistic infor-
mation presents the following steps:

1. Find a level t� of LH to represent the subset of linguistic terms
SL

un on the left of the mid linguistic term of unbalanced fuzzy
linguistic term set Sun.

2. Find a level tþ of LH to represent the subset of linguistic terms
SR

un on the right of the mid linguistic term of Sun:

3. Represent the mid term of Sun using the mid terms of the levels
t� and tþ.

If there does not exist a level t� or tþ in LH to represent SL
un or

SR
un, respectively, then the procedure applies the following recur-

sive algorithm, which is defined, in this case, assuming that there
does not exist t�, as it happens with the unbalanced fuzzy linguis-
tic term set given in Fig. 1:

1. Represent SL
un:

(a) Identify the mid term of SL
un, called SL

mid.
(b) Find a level t�2 of the left sets of LHL to represent the

left term subset of SL
un, where LHL represents the left part

of LH.
(c) Find a level tþ2 of the right sets of LHL to represent the right

term subset of SL
un.

(d) Represent the mid term SL
mid using the levels t�2 and tþ2 .
2. Find a level tþ of LH to represent the subset of linguistic terms
SR

un.
3. Represent the mid term of Sun using the levels tþ2 and tþ.

For example, applying this algorithm, the representation of the
unbalanced fuzzy linguistic term set Sun ¼ fN;VL; L;M;

H;QH;VH; Tg, shown in Fig. 1, using a linguistic hierarchy LH would
be as it is shown in Fig. 3. In this example:

1. As there does not exist a level t� in LH to represent the subset of
linguistic terms SL

un ¼ fN;VL; Lg on the left of the mid linguistic
term of Sun, which is M, we apply the above recursive
algorithm:
(a) Identify the mid term of SL

un ¼ fN;VL; Lg. In this example,
SL

mid ¼ fLg.
(b) Find a level t�2 of the left sets of LHL to represent the left
term subset of SL

un, where LHL ¼ fsnð1Þ
0 g

S
fsnð2Þ

0 ; snð2Þ
1 gS

fsnð3Þ
0 ; snð3Þ

1 ; snð3Þ
2 ; snð3Þ

3 g represents the left part of LH. In this
case, t�2 is represented using the level 3.

(c) Find a level tþ2 of the right sets of LHL to represent the right
term subset of SL

un. In this case, tþ2 is represented using the
level 2.

(d) Represent the mid term SL
mid ¼ fLg using the levels t�2 and

tþ2 , i.e., the levels 3 and 2 of LH.
2. The subset of linguistic terms SR
un ¼ fH;QH;VH; Tg on the right

of the mid linguistic term of Sun is represented using the level
3, i.e., tþ ¼ 3.

3. The mid term of Sun, which is M, is represented using the mid
terms of the levels t� and tþ, i.e., using the mid terms of the lev-
els 2 and 3.
To operate with the linguistic information in LH, the 2-tuple
fuzzy linguistic model [27] is used.

Definition 2.1. Let S ¼ fs0; . . . ; sgg be a linguistic term set and
b 2 ½0; g� a value representing the result of a symbolic aggregation
operation, then the 2-tuple that expresses the equivalent informa-
tion to b is obtained with the following function:

D : ½0; g� ! S� ½�0:5;0:5Þ;

DðbÞ ¼ ðsi;aÞ; con
si; i ¼ roundðbÞ;
a ¼ b� i; a 2 ½�0:5;0:5Þ;

�
ð1Þ

where roundð�Þ is the usual round operation, si has the closest index
label to ‘‘b”, and ‘‘a” is the value of the symbolic translation.

Proposition 2.1. Let S ¼ fs0; . . . ; sgg be a linguistic term set and
ðsi;aÞ be a 2-tuple. There is always a D�1 function such that from a
2-tuple it returns its equivalent numerical value b 2 ½0; g�.

D�1 : S� ½�0:5;0:5Þ ! ½0; g�;
D�1ðsi;aÞ ¼ iþ a ¼ b: ð2Þ
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Finally, transformation functions between labels from different
levels to make processes of computing with words in multigranu-
lar linguistic information contexts without loss of information
were defined in [28].

Definition 2.2. [28] Let LH ¼
S

t lðt;nðtÞÞ be a linguistic hierarchy
whose linguistic term sets are denoted as SnðtÞ ¼ fsnðtÞ

0 ; . . . ; snðtÞ
nðtÞ�1g,

and let us consider the 2-tuple fuzzy linguistic representation. The
transformation function from a linguistic label in level t to a label
in level t0 is defined as TFt

t0 : lðt;nðtÞÞ ! lðt0;nðt0ÞÞ such that:

TFt
t0 ðs

nðtÞ
i ;anðtÞÞ ¼ Dt0

D�1
t ðs

nðtÞ
i ;anðtÞÞ � ðnðt0Þ � 1Þ

nðtÞ � 1

 !
: ð3Þ
2.2. Incomplete unbalanced fuzzy linguistic preference relations

As aforementioned, amongst the different representation for-
mats that experts may use to express their opinions, we assume
that experts use preference relations because of their effectiveness
as a tool for modelling decision processes and their utility and eas-
iness of use when we want to aggregate experts’ preferences into
group ones [32,35,48]. A preference relation is defined as
Ph � X � X, where the value lPh ðxi; xkÞ ¼ ph

ik is interpreted as the
preference degree of the alternative xi over xk for the expert eh.
According to the nature of the information expressed for every pair
of alternatives, there exist many different representation formats
of preference relations [5,8,20,34,35,43,44,47].

In this paper, we deal with GDM problems in an unbalanced
fuzzy linguistic context, i.e., GDM problems where the experts eh

express their preferences relations Ph ¼ ðph
ikÞ on the set of alterna-

tives X using an unbalanced linguistic term set, Sun ¼ fs0; . . . ;

smid; . . . ; sgg, which has a minimum label, called s0, a maximum la-
bel, called sg , and the remaining labels are non-uniformly and non-
symmetrically distributed around the central one, called smid

(Fig. 1). Therefore, ph
ik 2 Sun represents the preference of alterna-

tive xi over alternative xk for the experts eh assessed on the unbal-
anced fuzzy linguistic term set Sun.

Definition 2.3. An unbalanced fuzzy linguistic preference relation
Ph on a set of alternatives X is characterized by a membership
function:

lPh : X � X !Sun:

When cardinality of X is small, the preference relation may be
conveniently represented by a n� n matrix Ph ¼ ðph

ikÞ, being
ph

ik ¼ lPh ðxi; xkÞ, 8i; k 2 f1; . . . ; ng and ph
ik 2 Sun.

As aforementioned, missing information is a problem that needs
to be addressed because it is not always possible for the experts to
provide all the possible preference assessments on the set of alter-
natives. A missing value in an unbalanced linguistic preference
relation is not equivalent to a lack of preference of one alternative
over another. A missing value can be the result of the incapacity of
an expert to quantify the degree of preference of one alternative
over another. It must be clear then that when an expert eh is not
able to express the particular value ph

ik, because he/she does not
have a clear idea of how better alternative xi is over alternative
xk, this does not mean that he/she prefers both options with the
same intensity.

In order to model these situations, in the following definitions
we express the concept of an incomplete unbalanced fuzzy linguis-
tic preference relation:

Definition 2.4. A function f : X � Y is partial when not every
element in the set X necessarily maps to an element in the set Y.
When every element from the set X maps to one element of the set
Y then we have a total function.
Definition 2.5. An unbalanced fuzzy linguistic preference relation
Ph on a set of alternatives X with a partial membership function is
an incomplete unbalanced fuzzy linguistic preference relation.

Obviously, an unbalanced fuzzy linguistic preference relation is
complete when its membership function is a total one. Clearly, def-
inition (2.3) includes both definitions of complete and incomplete
unbalanced fuzzy linguistic preference relations. However, as there
is no risk of confusion between a complete and incomplete unbal-
anced fuzzy linguistic preference relation, in this paper we refer to
the first type as simply unbalanced fuzzy linguistic preference
relation.

2.3. Consistency measures

In real GDM problems with preference relations, some proper-
ties about the preferences expressed by the experts are usually as-
sumed desirable to avoid contradictions in their opinions, that is,
to avoid inconsistent opinions. However, the previous definition
of an unbalanced fuzzy linguistic preference relation does not im-
ply any kind of consistency property. In fact, preference values of a
preference relation can be contradictory. Obviously, an inconsis-
tent source of information is not as useful as a consistent one
and, thus, it would be quite important to be able to measure the
consistency of the information provided by experts for a particular
problem.

One of these properties is the transitivity property, which rep-
resents the idea that the preference value obtained by directly
two alternatives should be equal to or greater than the prefer-
ence value between those two alternatives obtained using an
indirect chain of alternatives. There are several possible charac-
terizations for the transitivity property (see [32]). In this paper,
we make use of the additive transitivity property, which can be
seen for fuzzy preference relations as the parallel concept of
Saaty’s consistency property for multiplicative preference rela-
tions [47]. The mathematical formulation of the additive transi-
tivity was given in [48]:

ph
ij � 0:5

� �
þ ph

jk � 0:5
� �

¼ ph
ik � 0:5

� �
; 8i; j; k 2 1; . . . ; nf g: ð4Þ

In the case of an unbalanced fuzzy linguistic context, previously
to carry out any computation task, we have to choose a level
t0 2 ft�; t�2 ; tþ; tþ2 g, such that nðt0Þ ¼ maxfnðt�Þ;nðt�2 Þ;nðtþÞ;nðtþ2 Þg.
Then, once a result is obtained, it is transformed to the correspon-
dent level t 2 ft�; t�2 ; tþ; tþ2 g by means of TFt0

t for expressing the re-
sult in the unbalanced fuzzy linguistic term set Sun. In this way,
the unbalanced fuzzy linguistic additive transitivity for unbalanced
fuzzy linguistic preference relations is defined as

TFt0

t Dt0 D�1
t0 TFt

t0 ph
ij

� �� �
�D�1

t0 TFt
t0 smidð Þ

� �� �
þ D�1

t0 TFt
t0 ph

jk

� �� ��h�
�D�1

t0 TFt
t0 smidð Þ

� ��i�
¼ TFt0

t Dt0 D�1
t0 TFt

t0 ph
ik

� �� �
�D�1

t0 TFt
t0 smidð Þ

� �� �h i� �
;

8i; j;k 2 1; . . . ; nf g; ð5Þ

being ph
ij ¼ ðs

nðtÞ
v ;a1Þ, t 2 ft�; t�2 ; tþ; tþ2 g, ph

jk ¼ ðs
nðtÞ
w ;a2Þ,

t 2 ft�; t�2 ; tþ; tþ2 g, ph
ik ¼ ðs

nðtÞ
z ;a3Þ, t 2 ft�; t�2 ; tþ; tþ2 g, smid is the mid

term of Sun and t0 2 ft�; t�2 ; tþ; tþ2 g.
As in the case of additive transitivity, the unbalanced fuzzy lin-

guistic additive transitivity implies unbalanced fuzzy linguistic
additive reciprocity. Indeed, because ph

ii ¼ ðsmid;0Þ; 8i, if we make
k ¼ i in (5), then we have: TFt0

t ðDt0 ðD�1
t0 ðTFt

t0 ðph
ijÞÞ þ D�1

t0 ðTFt
t0 ðph

jiÞÞÞÞ
¼ ðsg ;0Þ; 8i; j 2 f1; . . . ; ng.

Expression (5) can be rewritten as

ph
ik ¼ TFt0

t Dt0 D�1
t0 TFt

t0 ph
ij

� �� �
þ D�1

t0 TFt
t0 ph

jk

� �� ���
�D�1

t0 TFt
t0 smid;0ð Þ

� ���
; 8i; j; k 2 1; . . . ; nf g: ð6Þ
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An unbalanced fuzzy linguistic preference relation will be con-
sidered ‘‘additive consistent” when for every three options in the
problem, xi; xj; xk 2 X, their associated unbalanced fuzzy linguistic
preference degrees, ph

ij; p
h
jk; p

h
ik, fulfil (6). An additive consistent

unbalanced fuzzy linguistic preference relation will be referred as
consistent throughout the paper, as this is the only transitivity
property we are considering.

Expression (6) can be used to calculate an estimated value of a
preference degree using other preference degrees in an unbalanced
fuzzy linguistic preference relation. Indeed, the preference value ph

ik

ði – kÞ can be estimated using an intermediate alternative xj in
three different ways:

1. From ph
i k ¼ TFt0

t ðDt0 ðD�1
t0 ðTFt

t0 ðph
i jÞÞ þ D�1

t0 ðTFt
t0 ðph

j kÞÞ � D�1
t0 ðTFt

t0

ðsmid;0ÞÞÞÞ we obtain the estimate:

cph
ik

� �j1 ¼ TFt0

t Dt0 D�1
t0 TFt

t0 ph
ij

� �� �
þD�1

t0 TFt
t0 ph

jk

� �� �
�D�1

t0 TFt
t0 smid;0ð Þ

� �� �� �
:

ð7Þ

2. From ph
jk ¼ TFt0

t ðDt0 ðD�1
t0 ðTFt

t0 ðph
jiÞÞ þ D�1

t0 ðTFt
t0 ðph

ikÞÞ � D�1
t0 ðTFt

t0

ðsmid;0ÞÞÞÞ we obtain the estimate:

cph
ik

� �j2 ¼ TFt0

t Dt0 D�1
t0 TFt

t0 ph
jk

� �� �
�D�1

t0 TFt
t0 ph

ji

� �� �
þD�1

t0 TFt
t0 smid;0ð Þ

� �� �� �
:

ð8Þ

3. From ph
ij ¼ TFt0

t ðDt0 ðD�1
t0 ðTFt

t0 ðph
ikÞÞ þ D�1

t0 ðTFt
t0 ðph

kjÞÞ � D�1
t0 ðTFt

t0

ðsmid;0ÞÞÞÞ we obtain the estimate:

cph
ik

� �j3 ¼ TFt0

t Dt0 D�1
t0 TFt

t0 ph
ij

� �� �
�D�1

t0 TFt
t0 ph

kj

� �� �
þD�1

t0 TFt
t0 smid;0ð Þ

� �� �� �
:

ð9Þ

The overall estimated value cph
ik of ph

ik is obtained as the average
of all possible ðcph

ikÞ
j1, ðcph

ikÞ
j2 and ðcph

ikÞ
j3 values:
cph
ik ¼ TFt0

t Dt0

Pn
j¼1;i – k – j D�1

t0 TFt
t0 cph

ik

� �j1
� �� �

þ D�1
t0 TFt

t0 cph
ik

� �j2
� �� �

þ D�1
t0 TFt

t0 cph
ik

� �j3
� �� �� �

3 n� 2ð Þ

0
@

1
A

0
@

1
A: ð10Þ
When the information provided is completely consistent, then
ðcph

ikÞ
jl ¼ ph

ik, 8j; l. The error between a preference value and its esti-
mated one is defined as follows:

Definition 2.6. The error between a preference value and its
estimated one in ½0;1� is computed as

eph
ik ¼

D�1
t0 TFt

t0 cph
ik

� �� �
� D�1

t0 TFt
t0 ph

ik

� �� ���� ���
n t0ð Þ � 1

: ð11Þ

We should point out that in expressions (7)–(9), we could find
that the value of argument of the function Dt0 could lie outside
the interval ½0;nðt0Þ � 1� [13,30]. In order to avoid this problem,
the following function is used on the arguments of Dt0 :

f ðyÞ ¼
0; if y < 0;
nðt0Þ � 1; if y > nðt0Þ � 1;
y; otherwise:

8><
>: ð12Þ

Thus, it can be used to define the consistency level between the
preference degree ph

ik and the rest of the preference values of the
unbalanced fuzzy linguistic preference relation.
Definition 2.7. The consistency level associated to a preference
value ph

ik is defined as

clh
ik ¼ 1� eph

ik: ð13Þ

When clh
ik ¼ 1, then eph

ik ¼ 0 and there is no inconsistency at all.
The lower the value of clh

ik, the higher the value of eph
ik and the more

inconsistent is ph
ik with respect to the rest of information.

Easily, we can define the consistency measures for particular
alternatives and for the whole unbalanced fuzzy linguistic prefer-
ence relation.

Definition 2.8. The consistency measure, clhi 2 ½0;1�, associated to
a particular alternative xi of an unbalanced fuzzy linguistic
preference relation Ph is defined as

clh
i ¼

Pn
k¼1;i – k clh

ik þ clh
ki

� �
2 n� 1ð Þ : ð14Þ

When clh
i ¼ 1, all the preference values involving the alternative

xi are fully consistent, otherwise, the lower clh
i , the more inconsis-

tent these preference values are.

Definition 2.9. The consistency level, clh 2 ½0;1�, of an unbal-
anced fuzzy linguistic preference relation Ph is defined as follows:

clh ¼
Pn

i¼1clh
i

n
: ð15Þ

When clh ¼ 1, the unbalanced fuzzy linguistic preference rela-
tion Ph is fully consistent, otherwise, the lower clh, the more incon-
sistent Ph.

When working with an incomplete unbalanced fuzzy linguistic
preference relation, expression (10) cannot be used to obtain the
estimate of a known preference value. If expert eh provides an
incomplete unbalanced fuzzy linguistic preference relation Ph,
the following sets can be defined [30,29]:

A ¼ ði; jÞj i; j 2 f1; . . . ; ng ^ i – jf g

MVh ¼ ði; jÞ 2 A j ph
ij is unknown

n o
EVh ¼ A nMVh

Hh1
ik ¼ j – i; k j ði; jÞ; ðj; kÞ 2 EVh

n o
Hh2

ik ¼ j – i; k j ðj; iÞ; ðj; kÞ 2 EVh
n o

Hh3
ik ¼ j – i; k j ði; jÞ; ðk; jÞ 2 EVh

n o
EVh

i ¼ ða; bÞ j ða; bÞ 2 EVh ^ ða ¼ i _ b ¼ iÞ
n o

;

ð16Þ

MVh is the set of pairs of alternatives whose preference degrees
are not given by expert eh, EVh is the set of pairs of alternatives
whose preference degrees are given by the expert eh; Hh1

ik , Hh2
ik ,

Hh3
ik are the sets of intermediate alternative xj ðj – i; kÞ that can be

used to estimate the preference value ph
ik ði – kÞ using (7)–(9),

respectively; and EVh
i is the set of pairs of alternatives whose pref-

erence degrees involving the alternative xi are given by the expert
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eh. Then, the estimated value of a particular preference degree ph
ik

ðði; kÞ 2 EVhÞ can be calculated as [30,29]:
cph
ik ¼ TFt0

t Dt0
if #Hh1

ik þ#Hh2
ik þ#Hh3

ik

� �
– 0 )

P
j 2 Hh1

ik
D�1

t0 TFt
t0 cph

ik

� �j1
� �� �

þ
P

j 2 Hh2
ik

D�1
t0 TFt

t0 cph
ik

� �j2
� �� �

þ
P

j 2 Hh3
ik

D�1
t0 TFt

t0 cph
ik

� �j3
� �� �

#Hh1
ik þ#Hh2

ik þ#Hh3
ik

� �
0
@

1
A

0
@

1
A: ð17Þ
2.4. Estimation procedure of missing values forincomplete unbalanced
fuzzy linguistic preference relations

As we have already mentioned, missing information is a prob-
lem that has to be addressed because experts are not always able
to provide preference degrees between every pair of possible alter-
natives. Therefore, it is necessary to estimate the missing values
before the application of a consensus model or a selection model.
To do that, we define an estimation procedure of missing values
for incomplete unbalanced fuzzy linguistic preference relations.
This procedure estimates missing information in an expert’s
incomplete unbalanced fuzzy linguistic preference relation using
only the preference values provided by that particular expert. It
is an iterative procedure that is designed using the expression
(17). The procedure estimates missing information values by
means of two different tasks: (A) establish the elements that can
be estimated in each iteration of the procedure, and (B) estimate a
particular missing value.

2.4.1. Elements to be estimated in each iteration of the procedure
Given an incomplete unbalanced fuzzy linguistic preference

relation Ph, the subset of missing values MVh that can be estimated
in step t of our procedure is denoted by EMVh

t (estimated missing
values) and defined as follows:

EMVh
t ¼ ði;kÞ 2 MVh n

[t�1

l¼0

EMVh
l j i – k^9j 2 Hh1

ik [Hh2
ik [Hh3

ik

n o( )
;

ð18Þ
and EMVh

0 ¼ ; (by definition). When EMVh
maxIter ¼ ;, with

maxIter > 0, the procedure will stop as there will not be any more
missing values to be estimated. Furthermore, if

SmaxIter
l¼0 EMVh

l

¼ MVh, then all missing values are estimated and, consequently,
the procedure is said to be successful in the completion of the
incomplete unbalanced fuzzy linguistic preference relation.

2.4.2. Estimate a particular missing value
In order to estimate a particular value ph

ik, with ði; kÞ 2 EMVh
t , the

following function estimate pðh; i; kÞ is proposed:

Function estimate_p(h,i,k)

(1) ðcph

ikÞ
1 ¼ ðs0;0Þ; ðcph

ikÞ
2 ¼ ðs0;0Þ; ðcph

ikÞ
3 ¼ ðs0;0Þ; K ¼ 0

(2) if #Hh1
ik –0; then ðcph

ikÞ
1 ¼ TFt0

t ðDt0 ðð
P

j2Hh1
ik

D�1
t0 ðTFt

t0

ððcph
ikÞ

j1ÞÞÞ=#Hh1
ik ÞÞ; Kþþ

(3) if #Hh2
ik –0; then ðcph

ikÞ
2 ¼ TFt0

t ðDt0 ðð
P

j2Hh2
ik

D�1
t0 ðTFt

t0

ððcph
ikÞ

j2ÞÞÞ=#Hh2
ik ÞÞ; Kþþ

(4) if #Hh3
ik –0; then ðcph

ikÞ
3 ¼ TFt0

t ðDt0 ðð
P

j2Hh3
ik

D�1
t0 ðTFt

t0

ððcph
ikÞ

j3ÞÞÞ=#Hh3
ik ÞÞ; Kþþ

(5) Calculate cph
ik ¼ TFt0

t Dt0ð
D�1

t0 ðTFt
t0 ððcph

ik
Þ1ÞÞþD�1

t0 ðTFt
t0 ððcph

ik
Þ2ÞÞþD�1

t0 ðTFt
t0 ððcph

ik
Þ3ÞÞ

K

� 	
Þ

end function
Then, the complete iterative estimation procedure is the
following:
Iterative estimation procedure

h
0. EMV0 ¼ ;
1. t ¼ 1
2. while EMVh

t – ; f
3. for every ði; kÞ 2 EMVh

t f
4. estimate_p(h,i,k)
5. }
6. t++
7. }
Finally, the following proposition provides a sufficient condition
that guarantees the success of this estimation procedure [30]:

Proposition 2.2. An incomplete unbalanced fuzzy linguistic prefer-
ence relation can be completed if a set of n � 1 non-leading diagonal
preferences, where each one of the alternatives is compared at least
once, is known.
3. A consensus approach to model GDM problems with
incomplete unbalanced fuzzy linguistic preference relations

In this section, we present a consensus model for GDM prob-
lems where experts provide their preferences using incomplete
unbalanced fuzzy linguistic preference relations. To solve GDM
problems with this kind of preference relations, firstly, it is neces-
sary to deal with the missing values [4,29,30,38,39]. The previous
consistency based procedure of missing values allows us to mea-
sure the consistency levels of each expert. This consistency infor-
mation is used in this section to propose a consensus model
based not only on consensus criteria but also on consistency crite-
ria. We consider that both criteria are important to guide the con-
sensus process in an incomplete decision framework. In such a
way, we get that experts change their opinions toward agreement
positions in a consistent way, which is desirable to achieve a con-
sistent and consensus solution.

In GDM situations, the search for consistency often could lead to
a reduction of the level of consensus, and viceversa. Therefore,
whether to proceed from consistency to consensus or viceversa is
a matter that has to be addressed. We have decided to proceed
from consistency to consensus because, in GDM situations, consen-
sus between experts is usually searched using the basic rationality
principles that each expert presents. To simulate this, the consis-
tency criteria is first applied in our model to fix the rationality of
each expert and afterwards it searches to secure consensus and
only thereafter consistency we could destroy the consensus in fa-
vor of the individual consistency and the main aim of our process,
which is consensus, would be distorted.

The main characteristics of the proposed consensus model are
the following:
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� It is designed to guide the consensus process of incomplete
unbalanced fuzzy linguistic GDM problems.

� It uses a consistency based procedure to calculate the incom-
plete unbalanced fuzzy linguistic information.

� It is based both consensus criteria and consistency criteria. The
proposed consensus model is designed with the aim of obtaining
the maximum possible consensus level while trying to achieve a
high level of consistency in experts’ preferences.

� A feedback mechanism is defined using the above criteria. It
substitutes the moderator’s actions, avoiding the possible sub-
jectivity that he/she can introduce, and gives advice to the
experts to find out the changes they need to make in their opin-
ions to obtain a solution with certain consensus and consistency
degrees simultaneously.

Although the main purpose of our consensus model is to sup-
port the experts throughout the consensus process, they are who
decide whether or not to follow the advice generated by the con-
sensus model. In any case, the consensus model considerably re-
duces the time associated with making the decision and,
therefore, it extends the experts’ ability to analyze the informa-
tion involved in the decision-making process. In particular, our
consensus model develops its activity in five phases that will be
described in further detail in the following subsections (see
Fig. 4): (1) computing missing information, (2) computing
consistency measures, (3) computing consensus measures, (4)
controlling the consistency/consensus state, and (5) feedback
mechanism.

3.1. Computing missing information

In this first step, each incomplete unbalanced fuzzy linguistic
preference relation is completed by means of the estimation proce-
dure described in Section 2.4. Therefore, for each incomplete
unbalanced fuzzy linguistic preference relation Ph, we obtain its
corresponding complete unbalanced fuzzy linguistic preference
relation Ph.

3.2. Computing consistency measures

To compute consistency measures, first, for each Ph we compute
its corresponding unbalanced fuzzy linguistic preference relation
CPh ¼ ðcph

ikÞ according to expression (10). Second, we apply expres-
sions (13)–(15) to ðPh;CPhÞ ð8hÞ to compute the consistency mea-
sures CLh ¼ ðclh

ikÞ, clh
i , clh, 8i; k 2 f1; . . . ; ng. Finally, we define a

global consistency measure amongst all experts to control the glo-
bal consistency situation.

Definition 3.1. The global consistency measure is computed as
follows:
Fig. 4. Scheme of co
CL ¼
Pm

h¼1clh

m
: ð19Þ
3.3. Computing consensus measures

We compute several consensus measures for the different
unbalanced fuzzy linguistic preference relations. In fact, as in
[25,29,34], we compute two different kinds of measures: consen-
sus degrees and proximity measures. Consensus degrees are used
to measure the actual level of consensus in the process, while
the proximity measures give information about how close to the
collective solution every expert is. These measures are given on
three different levels for a preference relation: pairs of alternatives,
alternatives and relation. This measure structure will allow us to
find out the consensus state of the process at different levels. For
example, we will be able to identify which experts are close to
the consensus solution, or in which alternatives the experts are
having more trouble to reach consensus.

3.3.1. Consensus degrees
For each pair of experts (eh; el) ðh ¼ 1; . . . ; m� 1; l ¼ hþ 1;

. . . ; mÞ, a similarity matrix, SMhl ¼ ðsmhl
ikÞ, is defined, where:

smhl
ik ¼ 1�

D�1
t0 TFt

t0
�ph

ik

� �� �
� D�1

t0 TFt
t0

�pl
ik

� �� ���� ���
n t0ð Þ � 1

; ð20Þ

being �ph
ik ¼ ðs

nðtÞ
v ;a1Þ, t 2 ft�; t�2 ; tþ; tþ2 g, �pl

ik ¼ ðs
nðtÞ
w ;a2Þ, t 2 ft�; t�2 ;

tþ; tþ2 g, and t0 2 ft�; t�2 ; tþ; tþ2 g.
Then, a consensus matrix, CM ¼ ðcmikÞ, is calculated by aggre-

gating all the similarity matrices using the arithmetic mean as
the aggregation function /:

cmik ¼ / smhl
ik; h ¼ 1; . . . ; m� 1; l ¼ hþ 1; . . . ; m

� �
: ð21Þ

Once the consensus matrix, CM, is computed, we proceed to cal-
culate the consensus degrees at the three different levels:

1. Level 1. Consensus degree on pairs of alternatives: The consensus
degree on a pair of alternatives ðxi; xkÞ, called coplk, is defined to
measure the consensus degree amongst all the experts on that
pair of alternatives. The closer copik to 1, the greater the agree-
ment amongst all the experts on the pair of alternatives ðxi; xkÞ.
Thus, this measure is used to identify those pairs of alternatives
with a poor level of consensus and is expressed by the element
ði; kÞ of the consensus matrix CM:

copik ¼ cmik; 8 i; k ¼ 1; . . . ; n ^ i – k: ð22Þ

2. Level 2. Consensus degree on alternatives: The consensus degree
on an alternative xi, called cai, is defined to measure the consen-
sus degree amongst all the experts on that alternative:
nsensus model.
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cai ¼
Pn

k¼1;k – i copik þ copkið Þ
2 n� 1ð Þ : ð23Þ

3. Level 3. Consensus degree on the relation: The consensus degree
on the relation, called cr, is defined to measure the global con-
sensus degree amongst all the experts’ opinions and is used by
the consensus model to control the consensus situation. It is
calculated as the average of all the consensus degrees on the
alternatives:

cr ¼
Pn

l¼1cai

n
: ð24Þ

3.3.2. Proximity measures
These measures evaluate the agreement between the individual

experts’ opinions and the group opinion. To compute them for each
expert, we need to obtain the collective unbalanced fuzzy linguistic
preference relation, Pc ¼ ðpc

ikÞ, which summarizes preferences gi-
ven by all the experts and is calculated by means of the aggregation
of the set of individual unbalanced fuzzy linguistic preference rela-
tions fP1; . . . ; Pmg. In this way, to obtain Pc we use the unbalanced
fuzzy linguistic version of an IOWA operator [12,52–54], which
uses both consensus and consistency criteria as inducing variable.
Thus, we obtain each collective unbalanced fuzzy linguistic prefer-
ence degree according to the most consistent and consensual indi-
vidual unbalanced fuzzy linguistic preference degrees.

Definition 3.2. An IOWA operator of dimension n is a function
UW : ðR� RÞ ! R, to which a weighting vector is associated,
W ¼ ðw1; . . . ; wnÞ, with wi 2 ½0;1�,

P
iwi ¼ 1, and it is defined to

aggregate the set of second arguments of a list of n 2-tuples
fhu1; p1i; . . . ; hun; pnig according to the following expression:

UW u1;p1h i; . . . ; un;pnh ið Þ ¼
Xn

i¼1

wi � prðiÞ; ð25Þ

being r a permutation of f1; . . . ; ng such that urðiÞ P urðiþ1Þ,
8i ¼ 1; . . . ; n� 1, i.e., hurðiÞ;prðiÞi is the 2-tuple with urðiÞ the i-th
highest value in the set fu1; . . . ; ung.

In the above definition, the reordering of the set of values to be
aggregated, fp1; . . . ; png, is induced by the reordering of the set of
values fu1; . . . ; ung associated with them, which is based upon
their magnitude. Due to this use of the set of values fu1; . . . ; ung,
Yager and Filev called them the values of an order inducing vari-
able fp1; . . . ; png the values of the argument variable [12,52–54].

A natural question in the definition of the IOWA operator is how
to obtain the associated weighting vector. Following Yager’s ideas
on quantifier guided aggregation [51], we could compute the
weighting vector of an IOWA operator using a linguistic quantifier
Q [58] as

wi ¼ Q
Pi

k¼1urðkÞ

T

 !
� Q

Pi�1
k¼1urðkÞ

T

 !
; ð26Þ

being T ¼
Pn

k¼1uk and r the permutation used to produce the order-
ing of the values to be aggregated.

Thus, to obtain each collective unbalanced fuzzy linguistic pref-
erence degree pc

ik according to the most consistent and consensual
individual unbalanced fuzzy linguistic preference degrees, we pro-
pose to use an unbalanced fuzzy linguistic IOWA operator with the
consistency/consensus values, fz1

ik; z
2
ik; . . . ; zm

ikg, as the values of the
order inducing variable, i.e.,

pc
ik ¼ UW z1

ik; �p
1
ik


 �
; . . . ; zm

ik ; �p
m
ik


 �� �
¼ TFt0

t Dt0
Xm

h¼1

wh � D�1
t0 TFt

t0
�prðhÞ

ik

� �� � ! !
; ð27Þ
where

� r is a permutation of f1; . . . ; mg such that zrðhÞ
ik P zrðhþ1Þ

ik ,

8h ¼ 1; . . . ; m� 1, i.e., hzrðhÞ
ik ; �prðhÞ

ik i is the 2-tuple with zrðhÞ
ik the

h-th highest value in the set fz1
ik . . . ; zm

ikg;
� the weighting vector is computed according to the following

expression:

wh ¼ Q

Ph
j¼1zrðjÞ

ik

T

 !
� Q

Ph�1
j¼1 zrðjÞ

ik

T

 !
; ð28Þ

with T ¼
Pm

j¼1zj
ik;

� and the set of values of the inducing variable fz1
ik; . . . ; zm

ikg are
computed as

zh
ik ¼ ð1� dÞ � clh

ik þ d � coh
ik; ð29Þ

being coh
ik the consensus measure for the preference value �ph

ik and
d 2 ½0;1� a parameter to control the weight of both consistency
and consensus criteria in the inducing variable. Usually d > 0:5 will
be used to give more importance to the consensus criterion. We
should note that in our framework, each value coh

ik used to calculate
fz1

ik; . . . ; zm
ikg is defined as

coh
ik ¼

Pn
l¼hþ1smhl

ik þ
Ph�1

l¼1 smlh
ik

n� 1
: ð30Þ

Once we have computed Pc , we can compute the proximity
measures in each level of an unbalanced fuzzy linguistic preference
relation.

1. Level 1. Proximity measure on pairs of alternatives: The proximity
measure of an expert eh on a pair of alternatives ðxi; xkÞ to the
group’s one, called pph

ik, is calculated as

pph
ik ¼ 1�

D�1
t0 TFt

t0
�ph

ik

� �� �
� D�1

t0 TFt
t0 pc

ik

� �� ���� ���
n t0ð Þ � 1

: ð31Þ

being �ph
ik ¼ ðs

nðtÞ
v ;a1Þ, t 2 ft�; t�2 ; tþ; tþ2 g, pc

ik ¼ ðs
nðtÞ
w ;a2Þ,

t 2 ft�; t�2 ; tþ; tþ2 g, and t0 2 ft�; t�2 ; tþ; tþ2 g.
2. Level 2. Proximity measure on alternatives: The proximity mea-

sure of an expert eh on an alternative xi to the group’s one,
called pah

i , is calculated as follows:

pah
i ¼

Pn
k¼1;k – i pph

ik þ pph
ki

� �
2 n� 1ð Þ : ð32Þ

3. Level 3. Proximity measure on the relation: The proximity mea-
sure of an expert eh on his/her unbalanced fuzzy linguistic pref-
erence relation to the group’s one, called prh, is calculated as the
average of all proximity measures on the alternatives:

prh ¼
Pn

l¼1pah
i

n
: ð33Þ
3.4. Controlling consistency/consensus state

The consistency/consensus state control process will be used to
decide when the feedback mechanism should be applied to give
advice to the experts or when the consensus reaching process
has to come to an end. It should take into account both the consen-
sus and consistency measures. To do that, we use a measure or le-
vel of satisfaction, called consistency/consensus level (CCL) [29],
which is used as a control parameter:

CCL ¼ ð1� dÞ � CLþ d � cr; ð34Þ

with d the same value used in [36]. When CCL satisfies a minimum
threshold value c 2 ½0;1�, then the consensus reaching process fin-
ishes and the selection process can be applied.
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Additionally, the system should avoid stagnation, that is, situa-
tions in which consensus and consistency measures never reach an
appropriate satisfaction value. To do so, a maximum number of
iterations maxIter should be fixed and compared to the actual num-
ber of iterations of the consensus process numIter.

The consistency/consensus control routine is: first, the consis-
tency/consensus level is checked against the minimum satisfaction
threshold value. If CCL >Łc, the consensus reaching process ends.
Otherwise, it will check if the maximum number of iterations has
been reached. If so, the consensus reaching process ends, if not it
activates the feedback mechanism.

3.5. Feedback mechanism

The feedback mechanism generates personalized advice to the
experts according to the consistency and consensus criteria. It
helps experts to change their preferences and to complete their
missing values. This activity is carried out in two steps: (1) Identi-
fication of the preference values that should be changed, and (2) gen-
eration of advice.

1. Identification of the preference values: We must identify prefer-
ence values provided by the experts that are contributing less
to reach a high consistency/consensus state. To do that, we
define set APS that contains 3-tuples ðh; i; kÞ symbolizing prefer-
ence degrees ph

ik that should be changed because they affect
badly to that consistency/consensus state. To compute APS,
we apply a three step identification process that uses the prox-
imity and consistency measures previously defined.
(a) Identification of experts: We identify the set of experts

EXPCH that should receive advice on how to change some
of their preference values. The experts that should change
their opinions are those whose preference relation level of
satisfaction is lower than the satisfaction threshold c, i.e.,
EXPCH ¼ h j ð1� dÞ � clh þ d � prh < c
n o

: ð35Þ
(b) Identification of alternatives: We identify the alternatives
that the above experts should consider to change. This set
of alternatives is denoted as ALT. To do this, we select the
alternatives with a level of satisfaction lower than the sat-
isfaction threshold c, i.e.,
ALT¼ ðh; iÞ j eh 2 EXPCH^ð1�dÞ � clh
i þd �pah

i < c
n o

: ð36Þ
(c) Identification of pairs of alternatives: Finally, we identify
preference values for every alternative and expert
ðxi; eh j ðh; iÞ 2 ALTÞ that should be changed according to
their proximity and consistency measures on the pairs of
alternatives, i.e.,
APS ¼ ðh; i; kÞ j ðh; iÞ 2 ALT ^ ð1� dÞ � clh
ik þ d � pph

ik < c
n o

:

ð37Þ
Additionally, the feedback process must provide rules for missing
preference values. To do so, it has to take into account in APS all
missing values that were not provided by the experts, i.e.,
APS0 ¼ APS [ ðh; i; kÞ j ph
ik 2 MVh

� 
: ð38Þ
2. Generation of advice: In this step, the feedback mechanism gen-
erates personalized recommendations to help the experts to
change their preferences. These recommendations are based
on easy recommendation rules that will not only tell the
experts which preference values they should change, but will
also provide them with particular values for each preference
to reach a higher consistency/consensus state.The new prefer-
ence degree of alternatives xi over alternative xk to recommend
to the expert eh, rph

ik, is calculated as the following weighted
average of the preference value cph

ik and the collective prefer-
ence value pc

ik:
rph
ik ¼ TFt0

t Dt0 1� dð Þ � D�1
t0 TFt

t0 cph
ik

� �� �
þ d � D�1

t0 TFt
t0 pc

ik

� �� �� �� �
:

ð39Þ

As previously mentioned, with d > 0:5, the consensus model leads
the experts towards a consensus solution rather than towards an in-
crease on their own consistency levels.Finally, we should distin-
guish two cases:
� The recommendation is given because a preference value is

far from the consistency/consensus state.
� The recommendation is given because the expert did not

provide the preference value.
Therefore, 8ðh; i; kÞ 2 APS0, the following hold:
(a) If ph

ik 2 EVh, the recommendation generated for the expert
eh is: ‘‘You should change your preference value ði; kÞ to a
value close to rph

ik”.
(b) If ph

ik 2 MVh, the recommendation generated for the expert
eh is: ‘‘You should provide a value for ði; kÞ close to rph

ik”.
4. Example of application

An investment company wants to invest a sum of money in
the best industrial sector, from the set of four possible
alternatives:

� Car industry: x1.
� Food company: x2.
� Computer company: x3.
� Arms industry: x4.

To do this, four consultancy departments within the company
are requested to provide information:

� Risk analysis department: e1.
� Growth analysis department: e2.
� Social–political analysis department: e3.
� Environmental impact analysis department: e4.

Each department is directed by an expert who provides his/her
preferences using the following unbalanced fuzzy linguistic term
set Sun ¼ fN;VL; L;M;H;QH;VH; Tg (see Figs. 1 and 3). The incom-
plete unbalanced fuzzy linguistic preference relations provided by
each one of the experts are
P1 ¼

— H QH L

x — x x

x x — x

x x x —

0
BBBBB@

1
CCCCCA; P2 ¼

— H H VL

L — T QH

VL L — H

QH N L —

0
BBBBB@

1
CCCCCA;

P3 ¼

— x L x

x — x L

T x — M

x QH M —

0
BBBBB@

1
CCCCCA; P4 ¼

— VH QH M

VL — M VH

L M — VL

M L QH —

0
BBBBB@

1
CCCCCA:

The respective linguistic preference relations expressed in a 2-
tuple linguistic representation model are the following:
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P1 ¼

— ðH;0Þ ðQH;0Þ ðL; 0Þ
x — x x

x x — x

x x x —

0
BBBB@

1
CCCCA;

P2 ¼

— ðH;0Þ ðH; 0Þ ðVL;0Þ
ðL; 0Þ — ðT;0Þ ðQH;0Þ
ðVL;0Þ ðL;0Þ — ðH;0Þ
ðQH;0Þ ðN;0Þ ðL; 0Þ —

0
BBBB@

1
CCCCA;

P3 ¼

— x ðL;0Þ x

x — x ðL; 0Þ
ðT;0Þ x — ðM;0Þ

x ðQH; 0Þ ðM;0Þ —

0
BBBB@

1
CCCCA;

P4 ¼

— ðVH;0Þ ðQH;0Þ ðM;0Þ
ðVL;0Þ — ðM;0Þ ðVH; 0Þ
ðL;0Þ ðM; 0Þ — ðVL;0Þ
ðM;0Þ ðL;0Þ ðQH;0Þ —

0
BBBB@

1
CCCCA:
4.1. First round

In the following, we show how to apply each step of the consen-
sus model.

4.1.1. Computing Missing Information
Two given unbalanced fuzzy linguistic preference relations are

incomplete fP1; P3g. As an example, we show how to complete P1

using the estimation procedure described in Section 2.4:

Step 1: The set of elements that can be estimated are:

EMV1
1 ¼ fð2;3Þ; ð2;4Þ; ð3;2Þ; ð3;4Þ; ð4;2Þ; ð4;3Þg:
After these elements have been estimated, we have:

P1 ¼

— ðH;0Þ ðQH; 0Þ ðL; 0Þ
x — ðH;0Þ ðVL;0Þ
x ðM;—0:5Þ — ðN;0Þ
x ðVH; 0Þ ðT;0Þ —

0
BBB@

1
CCCA:

As an example, to estimate p1
43 the procedure is as follows:

H11
43 ¼ ;:

H12
43 ¼ f1g ) cp1

43

� �2 ¼ TFt0

t D0t D�1
t0 TFt

t0 cp1
43

� �12
� �� �� �

¼ TF3
3 D3 D�1

3 TF3
3 p1

13

� �� �
� D�1

3 TF3
3 p1

14

� �� ���
þD�1

3 TF3
3 smid;0ð Þ

� ���
¼ TF3

3 D3 D�1
3 TF3

3 QH; 0ð Þ
� ���

�D�1
3 TF3

3 L;0ð Þ
� �

þ D�1
3 TF3

3 M;0ð Þ
� ���

¼ TF3
3 D3 D�1

3 QH;0ð Þ
��

�D�1
3 L; 0ð Þ þ D�1

3 M;0ð Þ
��
¼ TF3

3 D3 6� 2þ 4ð Þð Þ ¼ T;0ð Þ:

H13
43 ¼ ;:

cp1
43 ¼ TF3

3 D3

D�1
3 TF3

3 cp1
43

� �2
� �

1

0
@

1
A

0
@

1
A ¼ T; 0ð Þ:

Step 2: The set of elements that can be estimated are:

EMV1
2 ¼ fð2;1Þ; ð3;1Þ; ð4;1Þg:
After these elements have been estimated, we have the following
complete unbalanced fuzzy linguistic preference relation:

P1 ¼

— ðH;0Þ ðQH;0Þ ðL;0Þ
ðM;—0:5Þ — ðH; 0Þ ðVL; 0Þ
ðL; 0Þ ðM;—0:5Þ — ðN; 0Þ
ðQH; 0Þ ðVH;0Þ ðT;0Þ —

0
BBB@

1
CCCA:

For P3, we get:

P3 ¼

— ðM;—0:17Þ ðL;0Þ ðL; 0:33Þ
ðH;0:33Þ — ðL;0Þ ðL;0Þ
ðT;0Þ ðQH;0Þ — ðM;0Þ

ðVH;0:33Þ ðQH;0Þ ðM;0Þ —

0
BBB@

1
CCCA:
4.1.2. Computing consistency measures
The corresponding unbalanced fuzzy linguistic preference rela-

tions, CPh, for P1, P2, P3 y P4 are

CP1 ¼

— ðH;0Þ ðQH; 0Þ ðL;0Þ
ðM;—0:5Þ — ðH; 0Þ ðVL; 0Þ
ðL;0Þ ðM;—0:5Þ — ðN; 0Þ
ðQH; 0Þ ðVH; 0Þ ðT;0Þ —

0
BBB@

1
CCCA;

CP2 ¼

— ðVL;—0:5Þ ðT;0:33Þ ðT;—0:5Þ
ðVH; 0Þ — ðH;—0:5Þ ðM;—0:5Þ
ðL; 0:17Þ ðVL; 0:25Þ — ðL;—0:5Þ
ðN; 0Þ ðL;0:33Þ ðQH;0Þ —

0
BBB@

1
CCCA;

CP3 ¼

— ðM;—0:17Þ ðL;—0:05Þ ðVL;0:33Þ
ðH;0Þ — ðL; 0:14Þ ðL; 0:25Þ

ðVH;—0:17Þ ðQH; 0:33Þ — ðH;—0:33Þ
ðVH;0:17Þ ðQH;0Þ ðM; 0Þ —

0
BBB@

1
CCCA;

CP4 ¼

— ðM; 0Þ ðVH;—0:33Þ ðVH;—0:5Þ
ðM;0:33Þ — ðQH; 0:17Þ ðVL;0:17Þ
ðVL;0:17Þ ðL; 0Þ — ðM; 0:33Þ
ðL;—0:5Þ ðVH;—0:33Þ ðM;—0:08Þ —

0
BBB@

1
CCCA:

The consistency measures for every pair of alternatives in the
experts’ preferences are

CL1¼

— 1:0 1:0 1:0
1:0 — 1:0 1:0
1:0 1:0 — 1:0
1:0 1:0 1:0 —

0
BBB@

1
CCCA; CL2¼

— 0:44 0:62 0:19
0:37 — 0:56 0:62
0:83 0:90 — 0:56
0:25 0:67 0:5 —

0
BBB@

1
CCCA;

CL3¼

— 1:0 0:99 0:83
0:96 — 0:96 0:94
0:85 0:96 — 0:92
0:98 1:0 1:0 —

0
BBB@

1
CCCA; CL4¼

— 0:96 0:92 0:69
0:58 — 0:73 0:27
0:90 0:75 — 0:70
0:69 0:42 0:73 —

0
BBB@

1
CCCA:

The consistency measure that each expert presents in his/her
preferences are

cl1 ¼ 1:0; cl2 ¼ 0:54; cl3 ¼ 0:95; cl4 ¼ 0:70:

The global consistency level is

CL ¼ 1:0þ 0:54þ 0:95þ 0:70
4

¼ 0:80:
4.1.3. Computing consensus measures
We need to compute the six possible similarity matrices be-

tween every pair of different experts (not included for simplicity),
and the collective one, which is
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CM ¼

— 0:79 0:73 0:80
0:71 — 0:60 0:54
0:56 0:73 — 0:62
0:79 0:48 0:58 —

0
BBB@

1
CCCA:

From CM, we obtain the following consensus degree on the
relation:

cr ¼ 0:66:

Computation of the collective unbalanced fuzzy linguistic pref-
erence relation:

1. To compute the proximity measures it is necessary to obtain the
consistency/consensus values of the inducing variable of the
unbalanced linguistic IOWA operator. To do so, first, we com-
pute the consensus values matrices coh ¼ ðcoh

ikÞ:

co1¼

— 0:86 0:79 0:85
0:78 — 0:70 0:50
0:71 0:79 — 0:58
0:86 0:45 0:50 —

0
BBB@

1
CCCA; co2¼

— 0:86 0:79 0:76
0:77 — 0:46 0:58
0:62 0:71 — 0:58
0:86 0:37 0:50 —

0
BBB@

1
CCCA;

co3¼

— 0:75 0:54 0:85
0:58 — 0:54 0:58
0:21 0:62 — 0:66
0:75 0:54 0:67 —

0
BBB@

1
CCCA; co4¼

— 0:69 0:79 0:73
0:69 — 0:71 0:50
0:71 0:79 — 0:66
0:69 0:54 0:67 —

0
BBB@

1
CCCA:

2. With values coh
ik and clh

ik, the inducing variable values for each
expert, zh ¼ ðzh

ikÞ (we assume that d ¼ 0:75), are obtained:

z1¼

— 0:89 0:84 0:89
0:83 — 0:77 0:62
0:78 0:84 — 0:68
0:89 0:59 0:62 —

0
BBB@

1
CCCA; z2¼

— 0:75 0:75 0:62
0:67 — 0:48 0:79
0:67 0:76 — 0:57
0:71 0:44 0:50 —

0
BBB@

1
CCCA;

z3¼

— 0:81 0:65 0:84
0:67 — 0:64 0:67
0:37 0:70 — 0:72
0:81 0:65 0:75 —

0
BBB@

1
CCCA; z4¼

— 0:76 0:82 0:72
0:66 — 0:71 0:44
0:76 0:78 — 0:67
0:69 0:51 0:68 —

0
BBB@

1
CCCA:

3. Using the following fuzzy linguistic quantifier ‘‘most of”,
QðrÞ ¼ r1=2, to compute the weighting vector of the unbalanced
linguistic IOWA operator, the collective unbalanced fuzzy lin-
guistic preference relation Pc is

Pc ¼

— ðH;0:02Þ ðH; 0:41Þ ðL;0:11Þ
ðL;0:44Þ — ðH;—0:36Þ ðH;—0:46Þ
ðL;0:16Þ ðM;—0:30Þ — ðL;0:41Þ
ðQH; 0:04Þ ðH;—0:22Þ ðH;—0:18Þ —

0
BBB@

1
CCCA:

Computation of proximity measures:

1. The proximity measures on pairs of alternatives for each expert
are

pp1¼

— 0:99 0:93 0:97
0:98 — 0:95 0:58
0:96 0:95 — 0:65
0:99 0:72 0:60 —

0
BBB@

1
CCCA; pp2¼

— 0:99 0:95 0:85
0:76 — 0:58 0:94
0:83 0:82 — 0:73
0:99 0:40 0:65 —

0
BBB@

1
CCCA;

pp3¼

— 0:83 0:57 0:94
0:69 — 0:67 0:68
0:29 0:67 — 0:85
0:84 0:85 0:90 —

0
BBB@

1
CCCA; pp4¼

— 0:75 0:93 0:78
0:76 — 0:92 0:69
0:96 0:92 — 0:77
0:74 0:65 0:85 —

0
BBB@

1
CCCA:

2. The proximity measures on alternatives for each expert are
pa1 ¼ ð0:97 0:86 0:84 0:75 Þ:
pa2 ¼ ð0:89 0:75 0:76 0:76 Þ:
pa3 ¼ ð0:59 0:73 0:66 0:84 Þ:
pa4 ¼ ð0:82 0:78 0:89 0:75 Þ:

3. The proximity measures on the relation for each expert are

pr1 ¼ 0:85; pr2 ¼ 0:79; pr3 ¼ 0:70; pr4 ¼ 0:81:
4.1.4. Controlling consistency/consensus state
We fix a minimum threshold value c ¼ 0:75. Because the con-

sistency/consensus level at this moment is CCL ¼ ð1 � 0:75Þ�
0:80þ 0:75 � 0:66 ¼ 0:69, then the consensus process applies the
feedback mechanism.

4.1.5. Feedback mechanism
The set of experts EXPCH that should receive advice on how to

change some of their preference values is

EXPCH ¼ fe2g:

The set of alternatives that the above experts should consider to
change is

ALT ¼ fð2;2Þ; ð2;3Þ; ð2;4Þg:

The set of 3-tuples APS that experts should change is

APS ¼ ð2;2;1Þ; ð2;2;3Þ; ð2;3;4Þ; ð2;4;2Þ; ð2;4;3Þf g:

Taking into account all missing values not provided by the ex-
perts, the APS

0
set is

APS0 ¼ fð1;2;1Þ; ð1;2;3Þ; ð1;2;4Þ; ð1;3;1Þ; ð1;3;2Þ; ð1;3;4Þ;
ð1;4;1Þ; ð1;4;2Þ; ð1;4;3Þ; ð2;2;1Þ; ð2;2;3Þ; ð2;3;4Þ; ð2;4;2Þ;
ð2;4;3Þ; ð3;1;2Þ; ð3;1;4Þ; ð3;2;1Þ; ð3;2;3Þ; ð3;3;2Þ; ð3;4;1Þg:

The recommendations for our example are as follows:

To expert e1 ) You should provide a value for (2,1) close to
ðL;0:45Þ.
To expert e1 ) You should provide a value for (2,3) close to
ðH;�0:27Þ.
To expert e1 ) You should provide a value for (2,4) close to
ðM;�0:17Þ.
To expert e1 ) You should provide a value for (3,1) close to
ðL;0:12Þ.
To expert e1 ) You should provide a value for (3,2) close to
ðM;�0:35Þ.
To expert e1 ) You should provide a value for (3,4) close to
ðL;0:05Þ.
To expert e1 ) You should provide a value for (4,1) close to
ðQH;0:03Þ.
To expert e1 ) You should provide a value for (4,2) close to
ðH;0:33Þ.
To expert e1 ) You should provide a value for (4,3) close to
ðQH;�0:38Þ.
To expert e2 ) You should change your preference value for
(2,1) to a value close to ðM;�0:05Þ.
To expert e2 ) You should change your preference value for
(2,3) to a value close to ðH;�0:39Þ.
To expert e2 ) You should change your preference value for
(3,4) to a value close to ðL;0:24Þ.
To expert e2 ) You should change your preference value for
(4,2) to a value close to ðH;0:25Þ.
To expert e2 ) You should change your preference value for
(4,3) to a value close to ðH;0:11Þ.
To expert e3 ) You should change your preference value for
(1,2) to a value close to ðH;�0:32Þ.
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To expert e3 ) You should change your preference value for
(1,4) to a value close to ðL;0Þ.
To expert e3 ) You should change your preference value for
(2,1) to a value close to ðM;�0:30Þ.
To expert e3 ) You should change your preference value for
(2,3) to a value close to ðM;0:05Þ.
To expert e3 ) You should change your preference value for
(3,2) to a value close to ðM;0:13Þ.
To expert e3 ) You should change your preference value for
(4,1) to a value close to ðQH;0:32Þ.
4.2. Second round

We assume that all the experts follow the recommendations
they were given, which implies that the new unbalanced fuzzy lin-
guistic preference relations for the second round of the consensus
process are

P1 ¼

— ðH;0Þ ðQH;0Þ ðL;0Þ
ðL; 0:45Þ — ðH;—0:27Þ ðM;—0:17Þ
ðL; 0:12Þ ðM;—0:35Þ — ðL;0:05Þ
ðQH;0:03Þ ðH;0:33Þ ðQH;—0:38Þ —

0
BBB@

1
CCCA;

P2 ¼

— ðH;0Þ ðH;0Þ ðVL;0Þ
ðM;—0:05Þ — ðH;—0:39Þ ðQH;0Þ
ðVL; 0Þ ðL; 0Þ — ðL; 0:24Þ
ðQH;0Þ ðH;0:25Þ ðH; 0:11Þ —

0
BBB@

1
CCCA;

P3 ¼

— ðH;—0:32Þ ðL;0Þ ðL;0Þ
ðM;—0:30Þ — ðM;0:05Þ ðL;0Þ
ðT; 0Þ ðM; 0:13Þ — ðM; 0Þ

ðQH;0:32Þ ðQH;0Þ ðM;0Þ —

0
BBB@

1
CCCA;

P4 ¼

— ðVH;0Þ ðQH;0Þ ðM;0Þ
ðVL;0Þ — ðM;0Þ ðVH; 0Þ
ðL;0Þ ðM; 0Þ — ðVL;0Þ
ðM;0Þ ðL;0Þ ðQH;0Þ —

0
BBB@

1
CCCA:

Applying the same process (which will not be detailed here), we
obtain the following global consistency and consensus levels:

CL ¼ 0:77 and cr ¼ 0:79:

Obviously, the consistency level has decreased a little bit be-
cause the process gave more importance to the consensus criteria
than the consistency one. However, the consensus level has in-
creased. Finally, as the consistency/consensus level satisfies the
minimum consensus threshold value, i.e.,

CCL ¼ 0:78 > c ¼ 0:75;

the consensus reaching process ends. Then, a selection process
[3,30] would be applied to obtain the best industrial sector in which
the investment company would invest a sum of money, according
to the opinions expressed by the experts.
5. Concluding remarks

In this paper, we have presented a model of consensus for GDM
problems with incomplete unbalanced fuzzy linguistic informa-
tion. It uses two different kinds of measures to guide the consensus
reaching process, consistency and consensus measures, and applies
a feedback mechanism to give personalized advice to the experts
on how to change and complete their unbalanced fuzzy linguistic
preference relations. As a consequence, this model allows us to
achieve consistent and consensus solutions. In addition, the con-
sensus model can be developed automatically without the partici-
pation of a human moderator.
In future works, it will be deployed into mobile and distributed
GDM environments where the experts will be able to provide their
preferences about the alternatives using devices as mobile phones
and PDAs. On the other hand, we are studying the possibility to ap-
ply such GDM models in Web 2.0 frameworks because they could
provide a useful tools to improve the collaboration amongst indi-
viduals. Finally, we also think that it would be interesting to re-
search another alternative way to deal with unbalanced fuzzy
linguistic information and their aggregation via the recently devel-
oped type-1 OWA operator [59].
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