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1. iNtroduCtioN

Data reduction (Pyle, 1999) is one of the data 
preprocessing tasks which can be applied in a 
data mining process. The main objective in data 
reduction is to reduce the original data by select-
ing its most representative information. This 
way, it is possible to avoid excessive storage and 
time complexity, improving the results obtained 
by any data mining application, ranging from 
predictive processes (classification, regression) 

to descriptive processes (clustering, extraction 
of association rules, subgroup discovery).

Data reduction processes can be performed 
in many ways, some of the more remarkable 
being:

Selecting features (Liu & Motoda, 2007), • 
reducing the number of columns in a data 
set. This process is known as Feature 
Selection.
Making the feature values discrete (Liu et • 
al., 2002), reducing the number of pos-
sible values of features. This process is 
known as attribute Discretization.
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Generating new features (Guyon et al., • 
2006) which describe the data in a more 
suitable way. This process is known as 
Feature Extraction.
Selecting instances (Liu & Motoda, 2001; • 
Liu & Motoda, 2002), reducing the num-
ber of rows in a data set. This process is 
known as Instance Selection (IS)
Generating new instances (Bezdek & • 
Kuncheva, 2001; Lozano et al., 2006), 
which describes the initial data set by 
generating artificial examples. This pro-
cess is known as Instance Generation 
(IG).

This article discusses a wide number of IS 
and IG proposals. They can be divided into two 
types of techniques depending on the goal fol-
lowed by the reduction. If the set of selected or 
replaced instances will be used as the reference 
data to instance-based classification, then we 
refer to Prototype Selection (PS) and Prototype 
Generation (PG). On the other hand, if the set 
of instances obtained will be used as input or 
training set of any data mining algorithm for 
building a model, then we refer to Training Set 
Selection (TSS).

In spite of the differences between PS and 
PG (the first one finds suitable prototypes, while 
the second one generates them), both have been 
mainly employed to improve the same classi-
fier, the Nearest Neighbor rule (Cover & Hart, 
1967; see also Papadopoulos & Manolopoulos, 
2004; Shakhnarovich et al., 2006). This predicts 
the class of a new prototype by computing a 
similarity measure (Cunningham, in press) 
between it and all prototypes from the train-
ing set. In the k-Nearest Neighbors classifier, 
k nearest prototypes vote to decide the class of 
the new instance to classify. This algorithm is 
the baseline of the instance based learning field 
(Aha et al., 1991).

On the other hand, TSS consists of the 
selection of reduced training sets to improve the 
efficiency and the results obtained by any data 
mining algorithm. It has been mainly applied 
to improve the performance of decision trees, 

neural networks and subgroup discovery tech-
niques. Although there exists a wide number of 
TSS approaches, no IG work on TSS has been 
reported yet, until our knowledge.

In recent years, the data mining community 
has identified some challenging problems in the 
area (Yang & Wu, 2006). Two of these are the 
Scaling Up Problem and the Imbalance Data 
Sets Problem. They are closely related to the 
data reduction field.

The Scaling Up Problem (Provost & 
Kolluri, 1999; Domingo et al., 2002) appears 
when an overwhelming amount of data must 
be processed, overcoming the capabilities of 
the traditional data mining algorithms. The 
Imbalance Data Sets Problem (Chawla et al., 
2004; Batista et al., 2004) appears when the 
distribution of the class in the training data is 
not balanced, thus the number of instances of 
some classes is too low. This distribution can 
cause several problems in the classification 
of examples which belong to the minority 
classes.

Evolutionary Algorithms (Eiben & Smith, 
2003) are general-purpose search algorithms 
that use principles inspired by natural genetic 
populations to evolve solutions to problems. 
The basic idea is to maintain a population 
of chromosomes which represent plausible 
solutions to the problem and evolve over time 
through a process of competition and controlled 
variation.

Evolutionary Algorithms have been suc-
cessfully used in different data mining (Freitas, 
2002; Ghosh & Jain, 2005; Abraham et al., 
2006) and data reduction (Cano et al., 2003; 
Oh et al., 2004) problems. Given that the IS 
problem can be defined as a combinatorial 
problem, Evolutionary Algorithms have been 
used to solve it with promising results (Ho et al., 
2002; García et al., 2008); these applications of 
Evolutionary Algorithms to tackle IS problems 
are usually called EIS (Evolutionary Instance 
Selection) methods. Furthermore, Evolutionary 
Algorithms have shown interesting behavior in 
their application to IG due to it can be defined 
as a parameter optimization problem (Fernández 
& Isasi, 2004; Nanni & Lumini, 2008).
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The aim of this article is to present a review 
on the use of Evolutionary Algorithms for PS, 
PG and TSS algorithms, called EIS-PS, EPG and 
EIS-TSS, respectively, giving their description 
and main characteristics. Several evolutionary 
proposals developed to tackle the Scaling Up 
Problem and the Imbalance Data Sets Problem 
will be included in the review.

This article is organized as follows: Section 
2 presents the definitions of the techniques and 
problems which will be reviewed in the rest of 
the article. Section 3 presents an overall analysis 
of several EIS-PS methods. Section 4 reviews 
the EPG contributions presented in recent years. 
Section 5 deals with EIS-TSS methods and 
their application to tackle different data mining 
problems. Section 6, concludes the survey.

2. PrelimiNaries

This section provides some preliminary con-
cepts and definitions about the techniques 
and problems shown in the rest of this article. 
Firstly, we describe the main characteristics 
of IS and IG. Secondly, we present the Scal-
ing Up Problem and the Imbalance Data Sets 
Problem for classification, with reference to 
their relevance to data reduction. Finally, we 
briefly review some common features of the 
Evolutionary Algorithms approaches applied 
to tackle these problems.

instance selection and Generation

IS is one of the main data reduction techniques. 
In IS, the aim is to isolate the smallest set of 
instances which enable a data mining algorithm 
to predict the class of a query instance with 
the same quality as the initial data set (Liu & 
Motoda, 2001). By minimizing the data set size, 
it is possible to reduce the space complexity 
and decrease the computational cost of the data 
mining algorithms that will be applied later, 
improving their generalization capabilities 
through the elimination of noise.

More specifically, IS can be defined as 
follows: Let Xp be an instance where Xp = (Xp1, 

Xp2,, ..., Xpm, Xpc), with Xp belonging to a class 
c given by Xpc and a m-dimensional space in 
which Xpi is the value of the i-th feature of the 
p-th sample. Then, let us assume that there is 
a training set TR which consists of N instances 
Xp and a test set TS composed by t instances Xp. 
Let  TRS ⊂  be the subset of selected samples 
that resulted from the execution of a IS algo-
rithm, then we classify a new pattern from TS 
by a data mining algorithm acting over S. The 
whole data set is noted as D and it is composed 
of the union of TR and TS.

IS methods can be classified in two catego-
ries: PS methods and TSS methods. PS methods 
(Liu & Motoda, 2002) are IS methods which 
expect to find training sets offering best clas-
sification accuracy and reduction rates by using 
instance based classifiers which consider a cer-
tain similarity or distance measure. Recently, PS 
methods have increased in popularity within the 
data reduction field. Various approaches to PS 
algorithms have been proposed in the literature 
(see (Wilson & Martinez, 2000; Grochowski & 
Jankowski, 2004) for review). Figure 1 shows 
the basic steps of the PS process.

TSS methods are defined in a similar way. 
They are known as the application of IS methods 
over the training set used to build any predictive 
model (e.g. decision trees, neural networks …) 
Thus, TSS can be employed as a way to improve 
the behavior of predictive models, precision and 
interpretability (Riquelme et al., 2003). Figure 
2 shows the basic steps of processing a decision 
tree (C4.5) on the TSS.

IG is another important technique in 
data reduction. It has been mainly applied to 
instance-based classifiers, thus we can focus 
on describing PG in depth. PG can be defined 
as the application of instance construction 
algorithms (Liu & Motoda, 2001) over a data 
set to improve the classification accuracy of a 
nearest neighbor classifier.

More specifically, PG can be defined as 
follows: Let Xp be an instance where Xp = (Xp1, 
Xp2,, ..., Xpm, Xpc), with Xp belonging to a class 
c given by Xpc and a m-dimensional space in 
which Xpi is the value of the i-th feature of the 
p-th sample. Then, let us assume that there is 
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a training set TR which consists of N instances 
Xp and a test set TS composed by t instances Xp. 
The purpose of PG is to obtain a prototype gen-
erate set, which consists of r, r <n, prototypes, 
which are either selected or generated from the 
examples of Xp. The prototypes of the generated 
set are determined to represent efficiently the 
distributions of the classes and to discriminate 
well when used to classify the training objects. 
Their cardinality should be sufficiently small 
to reduce both the storage and evaluation time 
spent by a nearest neighbor classifier.

A wide number of PG methods have been 
designed in the specialized literature, ranging 
from traditional ones (Chang, 1974; Kohonen, 
1990), to more modern approaches (Lozano et 
al., 2006). It is important to point out the fact 
that the research on the EPG field has started 
recently, being (Fernandez & Isasi, 2004) the 
first proposal in applying Evolutionary Algo-
rithms to perform a PG task, in contrast to the 
research in evolutionary IS, where the first 
proposal was made in (Kuncheva, 1995).

Figure 1. Prototype selection process

Figure 2. Training set selection process
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the scaling up and the 
imbalance data sets Problems

IS methods are considered a useful tool to 
perform data reduction tasks, obtaining inter-
esting results. They have also been employed 
successfully to tackle two emergent challenges 
in data mining, the Scaling Up Problem and 
the Imbalance Data SetsProblem (Yang & 
Wu, 2006).

The Scaling Up Problem appears when the 
number of training samples increases beyond 
the capacity of the traditional data mining 
algorithms, harming their effectiveness and 
efficiency. Due to large size data sets, it pro-
duces excessive storage requirement, increases 
times complexity and affects to generalization 
accuracy. Usually, when the input data set size 
affects the execution of the algorithms, it is 
possible to face this situation with two differ-
ent strategies:

• Scaling up the algorithm: Proposing 
faster and lower consumption algorithms 
that can face large size data sets. (Provost 
& Kolluri, 1999)

• Scaling down the data set: In this case, 
the attention is directed toward the data 
set. The idea consists of modifying the 
data set by means of reductions to make 
it adequate to the original algorithm (Liu 
& Motoda, 2002).

This problem has been recently addressed 
by many authors. An interesting example can 
be found in (Haro-García & García-Pedrajas, 
2009), where a divide-and-conquer recursive 
approach to the problem is applied to very large 
problems, being able to match in accuracy and 
even improve on storage reduction the results 
of well-known standard IS algorithms with a 
very significant reduction in execution time. 
Another proposal, mainly adapted for use on 
evolutionary algorithms, is presented in (Cano 
et al., 2005), it will be described in the EIS-PS 
Section of this survey.

The Imbalance Data Sets Problem appears 
when the data contains many more examples of 
one class than the other and the less representa-
tive class represents the most interesting concept 
from the point of view of learning (Chawla et 
al., 2004). Imbalance in class distribution is 
pervasive in a variety of real-world applications, 
including but not limited to telecommunica-
tions (Tajbakhsh et al., 2009), web services, 
finance, ecology (Kubat et al., 1998), biology 
and medicine (Freitas et al., 2007).

Usually, in imbalanced classification prob-
lems, the instances are grouped into two types 
of classes: the majority or negative class, and 
the minority or positive class. The minority or 
positive class has more interest and it is also 
accompanied with a higher cost of misclas-
sification. A standard classifier might ignore 
the importance of the minority class because its 
representation inside the data set is not strong 
enough. As a classic example, if the ratio of 
imbalance presented in the data is 1:100 (that 
is, there is one positive instance versus one 
hundred negatives), the error of ignoring this 
class is only 1%, so many classifiers could 
ignore it or not make any effort to learn an ef-
fective model for it.

Many approaches have been proposed to 
deal with the Imbalance Data Sets Problem. 
They can be divided into algorithmic approaches 
and data approaches. The first ones assume 
modifications in the operation of the algorithms, 
making them cost sensitive towards the minority 
class (Grzymala-Busse et al., 2005; Tajbakhsh 
et al., 2009). The data approaches modify the 
data distribution, conditioned on an evaluation 
function. Re-sampling of data could be done 
by means of under-sampling, by removing in-
stances from the data (a process similar to IS) 
(Kubat & Matwin, 1997; Batista et al., 2004; 
Estabrooks et al., 2004), and over-sampling, by 
replicating or generating new minority examples 
(Chawla et al., 2002, Fernández et al., 2008).
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basic ideas on evolutionary 
algorithms for instance 
selection and Generation

A wide number of proposals presented on the 
use of Evolutionary Algorithms in IS and IG 
share some common characteristics regarding 
the two key concepts of any evolutionary al-
gorithm: The representation of the population 
and the fitness function employed.

Representation: In most of the evolu-
tionary IS algorithms, every member of the 
population encodes information about all the 
instances which are currently selected at each 
step of the search process.

This scheme is often used both in EIS-PS 
and EIS-TSS proposals. A binary representa-
tion is employed. Typically, every individual is 
defined as a binary string of length N, where 
each bit represents the current state of each 
instance of the training set (marked as ‘1’ if the 
corresponding instance is currently selected, or 
‘0’ if not). Figure 3 shows a typical individual 
of an evolutionary IS algorithm.

On the other hand, in evolutionary IG algo-
rithms every member of the population encodes 
information describing a new instance (or a new 
set of instances) to be generated. The concrete 
representation employed will vary depending on 
the codification of the problem data, although 
real coding is mostly preferred.

Fitness function: The majority of the 
evolutionary IS algorithms define a fitness 
function where two quality measures are em-
ployed: The accuracy of the results obtained 
by the subsequent data mining algorithm (e.g., 
a classifier), and the reduction rate achieved 
between the selected instances and the whole 
data set. Depending on the concrete method, 

this reduction rate can be computed by counting 
the number of instances selected, or employing 
more sophisticated methods, e.g. valuating the 
reduction as a measure of the interpretability 
of the tree obtained, when the evolutionary IS 
method is applied to improve the results of a 
decision tree algorithm.

In contrast, in evolutionary IG algorithms 
the only quality measure employed to define 
the fitness function is the accuracy obtained by 
employing the actual set of instances gener-
ated (typically, the accuracy obtained with a 
k-Nearest Neighbors classifier). The reduction 
rate is not usually employed because the number 
of instances generated is always small (usually 
it is fixed to a concrete value), thus every so-
lution is expected to achieve a high reduction 
rate, and the search process can be focused only 
on the goal of increasing the accuracy of the 
classification process.

3. eVolutioNary 
PrototyPe seleCtioN

In this section, we will present the main contri-
butions of EIS-PS appeared in the literature in 
recent years. Firstly, we give a snapshot on the 
state of the art in EIS-PS. Secondly, we describe 
in depth the characteristics of the most repre-
sentative EIS-PS methods appeared. Thirdly, 
we show some EIS-PS proposals dealing with 
the Scaling Up and the Imbalance Data Sets 
problems. Finally, we conclude this section 
presenting some EIS-PS mixed approaches.

Figure 3. A typical individual of an evolutionary IS algorithm
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a snapshot on evolutionary 
Prototype selection

The necessity of the Evolutionary Algorithms 
in PS is discussed in (Cano et al., 2003) where 
the authors differentiate between the selection 
based in heuristics (which appears in classic non-
evolutionary PS algorithms, like for example 
CNN, IB3 or DROP described in (Wilson & 
Martinez, 2000)) and the selection developed by 
EIS-PS algorithms. EIS-PS presents a strategy 
that combines inner and boundary points. It 
does not tend to select instances depending on 
their a priori position in the search space (inner 
class or limit ones). EIS-PS selects the instances 
that increase the accuracy rates independently 
of their a priori position.

We will review the main contributions that 
have included or proposed an EIS-PS model 
in recent years. The first appearance of the ap-
plication of an evolutionary algorithm to the 
PS problem can be found in (Kuncheva, 1995). 
Kuncheva applied a genetic algorithm to select 
a reference set for the k- Nearest Neighbors 
rule. Her genetic algorithm maps the training 
set onto a chromosome structure composed by 
genes, each one with two possible states (binary 
representation). The computed fitness function 
measures the error rate by application of the k- 
Nearest Neighbors rule. This genetic algorithm 
was improved in (Kuncheva & Bezdek, 1998; 
Ishibuchi & Nakashima, 1999).

At this point, all EIS-PS algorithms consid-
ered above adapt a classical genetic algorithm 
model to the PS problem. Later, a development 
of EIS-PS algorithms more conditioned to the 
problem is made. The first example of this can 
be found in (Sierra et al., 2001). In this article, 
an Estimation of Distribution Algorithm is 
used. Another example can be found in (Ho et 
al., 2002), where a genetic algorithm design for 
obtaining an optimal nearest neighbor classifier 
based on orthogonal arrays is proposed.

The technical term EIS-PS has been 
adopted by Cano et al. (2003), in which they 
analyze the behavior of different evolutionary 
algorithms, generational genetic algorithms 
(GGAs), steady-state genetic algorithms (SS-

GAs), the CHC model (Eshelman, 1990) and 
Population Based Incremental Learning (PBIL) 
(Baluja, 1994) (which can be considered one 
of the basic Estimation of Distribution Al-
gorithms). The fitness function used in these 
models combines two values: classification 
rate clasRat by using a 1-NN classifier and 
percentage reduction of prototypes of S with 
regards to TR percRed:

 dpercclasRatSFitness Re)1()( ⋅−+⋅= αα  

Where α is a weighting factor usually set to 0.5, 
and perc_red is defined as:

)/(100Re TRSTRdperc −⋅=  

One of the newest approaches to EIS-PS 
employs memetic algorithms (Ong et al., 2007). 
These are heuristic searches in optimization 
problems that combine a population-based 
algorithm with a local search. The memetic 
algorithm employed by (García et al., 2008) 
incorporates an ad hoc local search specifically 
designed for optimizing the search in prototype 
selection problem with the aim of tackling the 
scaling up problem. Another recent proposal 
(Gil-Pita & Yao, 2008), is focused in the en-
hancing of the fitness function and the muta-
tion and crossover operators when applied to 
PS problems.

Later research has gone further, focusing 
its interest on other topics apart from improving 
the design of EIS-PS algorithms. Several efforts 
have been focused on developing methods 
which will be able to tackle new challenges in 
data mining. A representative example can be 
found in (Cano et al., 2005), where an evolution-
ary method to tackle the Scaling Up Problem 
on the PS process is proposed. Another chal-
lenging problem addressed recently by using 
EIS-PS algorithms is the Imbalanced Data Sets 
Problem (García & Herrera, 2009).

A brief review will be done regarding mixed 
evolutionary approaches to IS with another data 
preprocessing technique, e.g. Feature Selection 
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and Feature Weighting. Two different propos-
als will be reviewed, (Ros et al. 2008) being 
the first one. In this article, a hybrid genetic 
algorithm is applied to perform PS and Feature 
Selection simultaneously, trying to achieve three 
objectives simultaneously: Increasing the ac-
curacy of the subsequent classification process, 
minimizing the dimensionality of the data (the 
number of features selected), and maximizing 
the number of instances selected.

The second proposal is an approach of data 
preprocessing with genetic algorithms in Case-
Based Reasoning, which is described by the 
authors as an instance-based learning procedure 
(they also employ the k- Nearest Neighbors clas-
sifier). A basic genetic algorithm is conducted 
over a population of chromosomes which per-
forms PS and Feature Weighting (which can be 
seen as a generalization of Feature Selection, 
where the weights are real valued between 0 
and 1) simultaneously. This approach has been 
applied to two different scenarios: Customer 
classification and bankruptcy prediction model-
ing (Ahn et al., 2006; Ahn et al. 2009).

overview on the  
eis-Ps algorithms

In this subsection, we will describe in depth 
the characteristics of the most representative 
EIS-PS methods.

Generational Genetic Algorithm

Its basic idea is to maintain a population of chro-
mosomes, which represent plausible solutions to 
the particular problem that evolves over succes-
sive iterations (generations) through a process 
of competition and controlled variation. Each 
chromosome in the population has an associated 
fitness to determine which chromosomes are to 
be used to form new ones in the competition 
process. The new chromosomes are created 
using genetic operators such as crossover and 
mutation.

In GGA, the selection mechanism pro-
duces a new population P(t) with copies of 
chromosomes in the old population P(t-1). The 
number of copies received for each chromosome 
depends on its fitness; chromosomes with higher 
fitness have a greater chance of contributing 
copies to P(t). Then, the crossover and mutation 
operators are applied to P(t).

Algorithm 1 (See Figure 4) shows a basic 
pseudocode of GGA:

The GGA was the first scheme developed to 
perform EIS-PS processes. Although its results 
have been overcome by most of the subsequent 
proposals, it is still an important milestone in 
the field of PS.

Figure 4. Algorithm 1: Pseudocode of the GGA
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Steady-State Genetic Algorithm

SSGA was firstly employed as an EIS-PS 
method in (Cano et al., 2003) In the SSGA 
usually one or two offspring are produced in 
each generation. Parents are selected to pro-
duce offspring and then a decision is made as 
to which individuals in the population will be 
selected for deletion in order to make room for 
the new offspring.

Algorithm 2 (See Figure 5) shows a basic 
pseudocode of SSGA:

In the construction of the SSGA, it is 
possible to select the replacement strategy 
(e.g., replacement of the worst, the oldest, 
or a randomly chosen individual) and the 
replacement condition (e.g., replacement if 
the new individual is better or unconditional 
replacement). A widely used combination is 
to replace the worst individual only if the new 
individual is better. Moreover, in (Goldberg 
& Deb, 1991), it is suggested that the deletion 
of the worst individuals can induce a high 
selective pressure, even when the parents are 
selected randomly.

This high selective pressure can help 
SSGA to improve the results of GGA in the 
performance of PS process. However, SSGA has 
been beaten also by most of the new proposals 
presented in recent years.

Population-Based 
Incremental Learning

PBIL (Baluja, 1994) is a specific Estimation 
of Distributions algorithm designed for binary 
search spaces. It attempts to explicitly maintain 
statistics about the search space to decide where 
to sample next.

The objective of the algorithm is to create a 
real valued probability vector Vp, which, when 
sampled, reveals high quality solution vectors 
with high probability. Initially, the values of Vp 
are set at 0.5. Sampling from this vector yields 
random solution vectors because the probability 
of generating a 1 or 0 for each gene is equal. As 
the search progresses, the values of Vp gradually 
shift to represent better solution vectors through 
the search process.

Algorithm 3 (See Figure 6) shows a basic 
pseudocode of PBIL algorithm.

The two basic search moves are performed 
in steps 6 and 8. In step 6, Vp is pushed toward 
SBest. LR is the learning rate, which specifies 
how close the movement to SBest is. In step 8, 
Vp is pushed far away from SWorse .LRneg is the 
negative learning rate, which specifies how far 
away the steps are from the worst solution.

PBIL can be seen as one of the most repre-
sentative evolutionary proposals for performing 
PS process, because it is almost the only example 
of EIS-PS method which its search process is 

Figure 5. Algorithm 2: Pseudocode of the SSGA
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not based in a genetic algorithm. In general, 
it obtained good results when compared with 
genetic-based methods in the study carried in 
(Cano et al., 2003).

The Evolutionary Model CHC

CHC algorithm (Eshelman, 1990) is a binary-
coded genetic algorithm which involves the 
combination of a selection strategy with a 
very high selective pressure, and several com-
ponents inducing a strong diversity. CHC is a 
robust evolutionary algorithm, which should 
often offer promising results in several search 
problems.

The four main components of the algo-
rithm are:

• An elitist selection: To compose a new 
generation, the best individuals among 
parents and offspring are selected.

• A highly disruptive crossover: HUX, 
which crosses over exactly half of the 
non-matching alleles.

• An incest prevention mechanism, 
which only allows to cross over those 
pairs of individuals which has a Ham-
ming distance higher than a difference 
threshold. This threshold is decreased, as 

time goes by, to help the population to 
converge.

• A restart process, which is applied when 
the population has converged (when the 
threshold has dropped to zero). It gener-
ates a new population by randomly flip-
ping a percentage (usually a 35%) of the 
bits of the old population individuals.

Algorithm 4 (See Figure 7) shows a basic 
pseudocode of CHC algorithm.

In the study carried out by (Cano et al., 
2003), the CHC algorithm was selected as the 
best EIS-PS strategy, being able to outperform 
all the remaining methods of the study (the 
evolutionary and the non-evolutionary ones).

An interesting conclusion derived from 
that study was that the key feature of the CHC 
algorithm is its ability to select the most rep-
resentative instances independently of their 
position in the search space, satisfying both the 
objectives of high accuracy and reduction rates. 
Due to this fact, CHC has been widely used as a 
baseline method to perform many evolutionary 
IS tasks. Some examples are shown in the next 
sections of this survey.

Figure 6. Algorithm 3: Pseudocode of the PBIL algorithm
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Intelligent Genetic Algorithm

Ho et al. (2002) propose the Intelligent Genetic 
Algorithm (IGA) based on Orthogonal experi-
mental design used for PS and Feature Selec-
tion. Besides its initial definition, it can also be 
applied as a PS method only, without changing 
its initial objectives of increasing accuracy and 
reduction rates on the training data.

IGA is a GGA that incorporates an Intelli-
gent Crossover operator. It builds an orthogonal 
array from two parents of chromosomes and 
searches within the array for the two best indi-
viduals according to the fitness function. It takes 
about 2 1logz y-( ) fitness evaluations to perform an 
Intelligent Crossover operation, where γ is the 
number of bits that differ between both parents. 
Note that the application of Intelligent Crossover 
operator to large-size chromosomes (resulting 
chromosomes from large size data sets) could 
consume a high number of evaluations.

Algorithm 5 (See Figure 8) shows a basic 
pseudocode of IGA.

As their authors concluded, the employ-
ment of the Intelligent Crossover operator 
allows IGA to be superior to conventional 
genetic algorithms when applied to problems 
where the solution space is large and complex, 

e.g. when it is composed of high dimensional 
overlapping patterns. Thus, it is a good EIS-PS 
method to apply when facing medium and large 
sized data sets.

Steady-State Memetic Algorithm

The steady-state memetic algorithm (SSMA) 
was proposed in (García et al., 2008) to cover a 
drawback of the conventional EIS-PS methods 
that had appeared before: their lack of conver-
gence when facing large problems.

SSMA makes use of a local search or meme 
specifically developed for this prototype selec-
tion problem. This interweaving of the global 
and local search phases allows the two to influ-
ence each other; i.e. SSGA chooses good starting 
points, and local search provides an accurate 
representation of that region of the domain. This 
local search scheme assigns a probability value 
to each chromosome generated by crossover 
and mutation, Cnew:

 
 





=
otherwise
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Figure 7. Algorithm 4: Pseudocode of the CHC algorithm
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Algorithm 6 (See Figure 9) shows a basic 
pseudocode of the SSMA.

Where u(0,1) is a value in a uniform dis-
tribution u[0,1] and the standard replacement 
means that a the worst individual is replaced 
only if the new individual is better.

The Adaptive-PLS-mechanism is an adap-
tive fitness-based method. A description of the 
Adaptive-PLS-mechanism and the meme spe-
cifically developed for the prototype selection 
task can be found in (García et al., 2008).

The meme optimization mechanism is a 
local search specifically designed for the PS 
problem. It tries to improve the initial chromo-
some by generating its neighbors by unselecting 
one of its current selected prototypes. These 
neighbors are evaluated by a special fitness 
function which is able to consume only partial 
evaluations, saving computational resources 
for the whole evolutionary process.

The objective of the meme optimization 
mechanism is adjusted dynamically in the 

Figure 8. Algorithm 5. Pseudocode of the IGA

Figure 9. Algorithm 6: Pseudocode of the SSMA
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execution of the SSMA. Every time a certain 
number of evaluations have been spent, the ac-
curacy and reduction rates achieved by the best 
chromosome of the population are registered. 
If the classification accuracy has not increased, 
then the meme optimization starts an improving 
accuracy stage, where only better results in ac-
curacy are accepted through the local search. 
On the other hand, if the reduction rate has not 
increased, then the meme optimization starts an 
Avoiding premature convergence stage, where 
the local search accepts worse solutions in order 
to improve the diversity of the population.

As their authors concluded, the SSMA pres-
ents a good reduction rate and computational 
time. In fact, it is able to outperform the classical 
PS algorithms, when the accuracy and reduction 
rates are considered. When compared to other 
EIS-PS methods, SSMA is able to outperform 
or equal them, being particularly useful as the 
size of the databases increases.

Genetic Algorithm Based on Mean 
Square Error, Clustered Crossover 
and Fast Smart Mutation

A new genetic algorithm (concretely a GGA 
model) was proposed in (Gil-Pita & Yao, 2008) 
as an EIS-PS model. This algorithm (no name 
was provided by their authors) included the 
definition of a novel mean square error based 
fitness function, a novel clustered crossover 
technique, and a fast smart mutation scheme.

The fitness function employed was based 
on a mean square error measure:
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Where N is the number of training patterns, 
C is the number of classes, K is the number of 
nearest neighbors employed, Kn is the number 
of K nearest neighbors belonging to class i, and 
dn is 1 when the desired output for the instance 
n is the class I, and 0 when not. As their authors 
stated, the error surface defined by this function 
is smoother than those obtained using counting 

estimator based functions, making easier the 
obtaining of its local minimum.

The clustering crossover operator firstly 
performs a k-means clustering process over 
the chromosomes, extracting the centroids of 
all the clusters found (the number of clusters 
is established randomly). Then, the centroids 
are employed with a classical random point 
cross operator to generate the individuals of 
the new generation.

The fast smart mutation procedure com-
putes the effect of the change of one bit of the 
chromosome over its fitness value, testing all 
the possibilities. The change which produces 
the better fitness value is accepted as the result 
of the mutation operator. It is applied to every 
individual of the population. At the end of its 
application, the fitness value of the individuals 
is actualized, starting then a new generation of 
the evolutionary process.

Algorithm 7 (See Figure 10) shows a basic 
pseudocode of the algorithm.

The results obtained by the authors in the 
experimental study which was carried out sug-
gested that the joint use of the three proposed 
methods could be quite interesting in the case 
of not very large training sets.

eis-Ps Proposals for the scaling 
up and imbalanced data Problems

In this subsection, we will analyze some EIS-PS 
proposals dealing with the Scaling Up and the 
Imbalance Data Sets problems.

Stratification of EIS-PS to Tackle 
the Scaling Up Problem

Cano et al. (2005) proposed a method to tackle 
the Scaling Up Problem in EIS-PS. The method 
presented consists of a stratified strategy which 
divides the initial data set into disjoint strata 
with equal class distribution. The number of 
strata chosen will determine their size, depend-
ing on the size of the data set. Using the proper 
number of strata the stratified method is able to 
significantly reduce the training set, avoiding 
the drawbacks of the Scaling Up Problem.
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Figure 11 shows the basic steps of the 
process.

Following the stratified strategy, the ini-
tial data set D is divided into t disjoint sets Dj, 
strata of equal size, D1, D2, …, Dt maintaining 
class distribution within each subset. Then, PS 
algorithms will be applied to each Dj obtaining 
a selected subset DSj. In this way, the subsets 
TR and TS will be obtained as follows:

 { } TRDTStJDTR
Jj

j −=⊂=
∈
 ,..,2,1,  

And the Stratified Prototype Subset Se-
lected (SPSS) is defined as:


Jj

j tJDSSPSS
∈

⊂= },..,2,1{,  

The nearest neighbor classifier is then 
evaluated using as training data the SPSS set, 
and the TS set as test data. Thus the classifica-

Figure 11. Structure of the stratification process in EIS-PS

Figure 10. Algorithm 7: Pseudocode of the genetic algorithm based on mean square error, 
clustering crossover and fast smart mutation
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tion process can be performed on higher size 
data sets, avoiding the usual drawbacks and still 
achieving acceptable results.

The concluding remarks of the study were 
that a proper choice in the number of strata makes 
it possible to decrease significantly execution 
time and resources consumption, maintaining 
the EIS-PS algorithm’s behavior in accuracy and 
reduction rates. Also, the CHC was selected as 
the best EIS-PS algorithm when employed within 
the evolutionary stratified PS process.

EIS-PS Algorithms on 
Imbalanced Data Problems

In (García & Herrera, in press), a complete 
study of EUS (Evolutionary Under-Sampling) 
algorithms is carried out. A set of EUS methods 
is proposed, which take into consideration the 
nature of the problem and use different fitness 
functions to obtain a good trade-off between 
balance of distribution of classes and perfor-
mance.

Eight different algorithms compose the set 
of methods proposed in the study. Furthermore 
every method shares the same basic structure, 
which is developed by using the CHC algorithms 
as an evolutionary model. There are three char-
acteristics that differentiate them:

The objective that they pursue.• 
Aiming for an optimal balancing of  ◦
data without loss of effectiveness in 
classification accuracy. EUS mod-
els that follow this tendency will 
be called Evolutionary Balancing 
Under-Sampling.
Aiming for an optimal power of clas- ◦
sification without taking into account 
the balancing of data, considering the 
latter as a sub-objective that may be 
an implicit process. EUS models that 
follow this tendency will be called 
Evolutionary Under-Sampling guid-
ed by Classification Measures.

The way that they do the selection of • 
instances.

If the selection scheme proceeds  ◦
over any kind of instance, then it is 
called Global Selection. That is, the 
chromosome contains the state of all 
instances belonging to the training 
data set and removals of minority 
class instances (those belonging to 
positive class) are allowed.
If the selection scheme only pro- ◦
ceeds over majority class instances 
then it is called Majority Selection. 
In this case, the chromosome saves 
the state of instances that belong to 
the negative class and a removal of a 
positive or minority class instance is 
not allowed.

The accuracy measure used for its fitness • 
function.

Geometric Mean methods, if the  ◦
geometric mean is used as accuracy 
measure. Geometric mean was first 
employed in (Barandela et al., 2003} 
and is defined as:

 −+ ⋅= aaGM  

Where a+ denotes accuracy in examples 
belonging to the minority class and a- denotes 
accuracy in examples belonging to the major-
ity class.

Area Under the ROC Curve methods, • 
if the Area Under the Curve measure is 
used instead the geometric mean. Area 
Under the ROC Curve (Bradley, 1997) 
can measure the efficacy of various clas-
sifiers simultaneously, employing the 
True Positive and False Positive rates of 
a classification process.

The eight methods were tested with several 
imbalanced datasets, and the results obtained 
were contrasted by using non-parametric statis-
tical procedures. The main conclusions drawn 
from the study were:
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PS algorithms must not be used for han-• 
dling imbalanced problems. They are 
prone to gain global performance by elim-
inating examples belonging to the minor-
ity class considered as noisy examples.
During the evolutionary under-sampling • 
process, the employment of a majority se-
lection mechanism helps to obtain more 
accurate subsets of instances than the use 
of global selection. However, the latter 
mechanism is necessary to achieve the 
highest reduction rates.
Data sets with a low imbalance ratio • 
should be faced with Evolutionary Under-
Sampling guided by Classification Mea-
sures models, and should use in particular 
the model with a global mechanism of 
selection and evaluation through the geo-
metric mean measure.
Data sets with a high imbalance ratio • 
should be faced with Evolutionary Balanc-
ing Under-Sampling models, and should 
use in particular the model with a major-
ity selection mechanism and evaluation 
through the geometric mean measure.

mixed eis-Ps approaches

In recent years, some proposals have appeared 
performing not only the PS process with evolu-
tionary algorithms, but also performing another 
data preparation process simultaneously. This 
subsection will review two of the most remark-
able approaches.

Ros et al. (2008) proposed a hybrid genetic 
algorithm (HGA) which performs IS and Feature 
Selection simultaneously. Its objectives are to 
increase the accuracy of the k- Nearest Neighbors 
over the reference set, to minimize the number 
of features selected (reducing the reference data) 
and to maximize the number of instances selected 
(to retain the most information possible without 
harming the classification accuracy).

The HGA is divided into three phases:

A genetic algorithm is applied in the first • 
phase. It includes a sophisticated selection 

scheme and some mechanisms to manage 
diversity and elitism (including an archive 
population and a dynamic analysis of the 
diversity of the population).
By employing a histogram of the fre-• 
quency with which each feature has been 
selected, a feature selection process is car-
ried out, in order to simplify the problem.
The genetic algorithm is applied again • 
over the population. Also, some of the 
children generated by each generation are 
tuned by using local search procedures.

Despite the contradictory objectives in the 
number of instances and features selected, HGA 
is able to perform a dual IS and FS process with 
success, being a suitable evolutionary method 
to perform data reduction tasks.

A second mixed approach, GOCBR (Global 
Optimization of feature weighting and instance 
selection using genetic algorithms for Case 
Based Reasoning) was proposed in (Ahn et al., 
2006; Ahn et al., 2009). This proposal performs 
a simultaneous IS and Feature Weighting process 
in the framework of a Case Based Reasoning 
system.

The search process of GOCBR consists of 
the application of a genetic algorithm with the 
common genetic operators (selection, crossover 
and mutation). Their individuals employ a binary 
representation, encoding the weights of the 
features by employing 14 bits to each one, and 
encoding the IS information in the second part of 
the chromosome by employing the usual binary 
scheme. Its fitness function measures only the 
accuracy obtained by employing the reference set 
defined by the chromosome to classify the train 
data in a k- Nearest Neighbors classifier.

GOCBR system has been applied success-
fully by the authors to various problems, such as 
customer classification or bankruptcy prediction 
modeling. Also, it is remarkable that is the only 
evolutionary method known of which performs a 
simultaneous IS and Feature Weighting process, 
until our knowledge.
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4. eVolutioNary 
PrototyPe GeNeratioN

In this section, we will present the main con-
tributions of EPG appeared in the literature in 
recent years. In the first subsection, we give 
a snapshot on the state of the art in EPG. In 
the last subsection, we describe in depth the 
characteristics of the most representative EPG 
methods appeared.

a snapshot on evolutionary 
Prototype Generation

In recent years, the research efforts in the design 
of new PG techniques based on Evolutionary 
Algorithms have started to offer some interest-
ing approaches. All of them still employ the 
NN rule as a reference classifier to measure 
the classification accuracy of the prototypes 
generated.

Usually, the prototypes are encoding as 
members of the population of the evolutionary 
algorithm employed to carry out the evolution-
ary process. A real codification scheme is used 
to represent them; each of its components has 
a concrete value for a concrete feature of the 
problem.

In this section, we will review the main 
contributions that have proposed an EPG model. 
The first contribution is (Fernandez & Isasi, 
2004), where an evolutionary algorithm based 
on a two-dimensional grid is proposed, named 
Evolutionary Nearest Prototype Classifier. It 
defines a traditional evolutionary process to 
prepare the prototypes for its use on a 1-NN 
classifier, by employing a wide number of 
evolutionary operators.

The next two proposals are based on the 
Particle Swarm Optimization (PSO) Scheme 
(Kennedy et al., 2001). This technique is based 
on a set of potential solutions (particles) which 
evolves to find the global optimum of a real-
valued function (fitness function) defined in a 
given space (search space). Particles represent 
the complete solution to the problem and move 
in the search space using both local information 

(the particle memory) and neighbor information 
(the knowledge of neighbor particles).

In (Nanni & Lumini, 2008) a PSO based 
PG method is proposed (no name is provided 
for the algorithm). It can be seen as a Pittsburgh-
based model, because all the components of the 
solution (in this case, the prototypes generated) 
are encoded in a single particle. The method 
performs a PSO search process where a reduced 
set of prototypes is generated to finally perform 
a 1-NN classification process.

In (Cervantes et al., 2007; Cervantes et al, 
in press), inspired by the results of (Cervantes 
et al., 2005), an Adaptive Michigan PSO model 
for PG is proposed. This model is described as 
a Michigan approach because every particle 
contains only a component of the solution, thus 
the complete solution is built by joining the 
selected particles of the swarm. This approach 
also improves the traditional PSO scheme, be-
cause the online generation and destruction of 
particles is allowed in the search process.

Finally, the last proposal which will be 
reviewed, (Garain, 2008), is based on the Clonar 
Selection Algorithm (Castro & Zuben, 2002), a 
representation of an Artificial Immune System 
model (Dasgupta, 1998). Clonar Selection 
Algorithms are inspired by the behavior of the 
immune system when performing an immune 
response to an antigenic stimulus. It advocates 
the idea that only those cells that recognize the 
antigens proliferate, thus being selected against 
those which do not. This idea is employed to 
develop a PG system which is able to generate 
suitable prototypes to perform a 1-NN clas-
sification process.

overview on the eiG algorithms

In this subsection, we will describe in depth 
the characteristics of the most representative 
EIG methods.

Evolutionary Nearest 
Prototype Classifier

In (Fernandez & Isasi, 2004), an EPG method 
is proposed. It employs as a basic structure 
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a two-dimensional matrix, where each row 
is associated with a prototype of the whole 
classifier, and each column is associated with 
a class to define regions where the prototypes 
are mapped.

On its initialization, the algorithm only de-
fines one prototype. Then a whole evolutionary 
process starts: It carries out sequentially a set of 
evolutionary operations with the aim of generat-
ing a robust set of prototypes which will be able 
to correctly generalize the instances of the train 
set. The evolutionary operators defined are:

• Mutation: This operator is used to label 
each prototype with the most heavily pop-
ulated class in each of its own regions.

• Reproduction: The reproduction op-
erator function is to introduce new pro-
totypes into the classifier, splitting the 
instances assigned to a prototype into two 
sets, where the second set is assigned to a 
new prototype.

• Fight: This operator allows prototypes 
to exchange their assigned instances. The 
fight can be performed in a cooperative or 
a competitive way, and it is ruled by the 
quality of the prototypes involved.

• Movement: The movement operator real-
locates a prototype on the centroid of its 
assigned instances.

• Die: The current prototypes have a chance 
of being erased from the matrix, which is 
inversely proportional to its quality.

In the whole process, the quality of each 
prototype is defined by the number of prototypes 
which it has currently assigned and its classifica-
tion accuracy. When the evolutionary process 
is finished, the generated set of prototypes is 
employed to classify the tests set, by means of 
the 1-NN classifier.

Algorithm 8 (See Figure 12) shows a basic 
pseudocode of Evolutionary Nearest Prototype 
Classifier algorithm.

The Evolutionary Nearest Prototype Clas-
sifier algorithm has shown good overall results, 
when compared against well-known classical 
methods in PG. Moreover, the results obtained 
when employing the prototypes generated with 
a 1-NN classifier were very competitive when 
compared with many classical instance-based 
classifiers as C4.5, Naïve Bayes or PART.

Particle Swarm Optimization 
for Prototype Generation

In (Nanni & Lumini, 2008) a PG method based 
on PSO is presented. This method defines the 
particles of the swarm as sets of a fixed number 
of prototypes, which are modified as the particle 
is moved in the search space.

Figure 12. Algorithm 8: Pseudocode of the Evolutionary Nearest Prototype Classifier algo-
rithm
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The usual operators of PSO are employed 
by this proposal. The representation of each 
particle consists of a vector of length S= K • 
M given by the concatenation of K prototypes 
(dealing with M-dimensional data). The fitness 
function employed is defined as the classifica-
tion error of the set of K prototypes over the 
training data.

Several runs (N) of the PSO process are 
carried out before finishing the PG stage (the 
authors recommend N=5). Each execution 
gives as result a reference set of K prototypes, 
being the result of the PG stage a collection of 
N reference sets. To classify a test instance, it 
is evaluated by each of the N reference sets, 
obtaining the final output as the result of a 
majority vote above all the reference sets. Thus, 
the proposed model can be seen as an ensemble 
of PSO-based classifiers.

Algorithm 9 (See Figure 13) shows a basic 
pseudocode of PSO-based PG algorithm.

The employment of the ensemble structure 
allows this proposal to obtain high accuracy 
rates. Furthermore, the authors suggested some 
ways to improve the model (like the employment 
of feature weighting methods). This proposal 
confirms that PSO is a very suitable model to 
perform PG processes.

An Adaptive Michigan Approach PSO 
for Nearest Prototype Classification

In (Cervantes et al., 2007; Cervantes et al., in 
press), an Adaptive Michigan Approach PSO is 
proposed. Its particles encode a prototype, each 
one being the generated train data represented as 
the whole particle swarm. This method does not 
have a fixed number of particles. On the contrary, 
some new operations are defined to allow the 
PSO search procedure to increase or decrease 
dynamically the number of particles.

The algorithm employs two different fitness 
functions: The global fitness function, defined 
by the standard classification accuracy on a 
1-NN classifier, which is used to find the best 
swarm over the whole PSO procedure; and a 
local fitness function valued in each particle, 
defined by using the number of prototypes cor-
rectly classified and misclassified by itself. This 
secondary fitness function is used to evaluate 
the quality of each particle, in order to judge if 
it must be erased from the swarm, or if it can be 
employed as a parent of a new particle.

When the whole PSO process has finished, 
a cleaning process is carried out on the best 
swarm found. This swarm is the final output 
of the algorithm.

Algorithm 10 (See Figure 14) shows a 
basic pseudocode of the Adaptive Michigan 
PSO algorithm:

Figure 13. Algorithm 9: Pseudocode of the PSO-Based PG algorithm
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This second PSO-based approach is fo-
cused in obtaining very high accuracy rates. 
The employment of a Michigan representation 
allows the definition of a local fitness function, 
which helps the method to find quickly suitable 
solutions in the search space.

Prototype Reduction Using an 
Artificial Immune Model

In (Garain, 2008), a PG based on a Clonar 
Selection algorithm is proposed. This model 
is composed of an immune memory which 
stores in its cells the best antigens found in the 
search process.

The Clonar Selection algorithm is initial-
ized by representing the training instances as 
antigens, and choosing one antigen from each 
class to fill the immune memory. Then the 
search process starts. The first stage consists of 
a Hyper-mutation process. For each antigen on 
the training set, the most stimulating antigen in 
the immune memory is selected. The measure 
of stimulation is based on how close both anti-
gens are (by means of Hamming or Euclidean 
Distance). The selected antigen of the memory 
is used as a parent for the Hyper-mutation 

process, which generates its offspring. Then, a 
Resource Allocation procedure is called, which 
balances the total number of clones present in 
the system by giving half of the resources to 
the clones of the class of the current antigen. 
The other half is equally divided among clones 
of other classes.

While the classification accuracy is im-
proved by the generation of clones, further 
Mutation processes (and Resource Allocation 
procedures) are carried out on the surviving 
clones. This Mutation produces a lower number 
of clones which depends on the stimulation value 
of each parent clone. When no improvement is 
achieved, the best clone found is inserted into 
the immune memory, performing a replacement 
with the worst antigen present. Then a new 
generation starts.

Finally, when the algorithm meets a global 
termination criterion, the antigens contained 
in the immune memory are employed as the 
training set to classify the test instances, by 
using the 1-NN classifier.

Algorithm 11 (See Figure 15) shows a 
basic pseudocode of PG-Clonar Selection 
algorithm:

Figure 14. Algorithm 10: Pseudocode of the AMPSO algorithm
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The Clonar Selection Algorithm is a new 
method for PG based on a field of the Evolu-
tionary Computation which has started to grown 
recently: The immune systems. Although it 
has high storage requirements to allocate the 
clones generated, it is a first example of a new 
technique which can obtain promising results 
with further research.

5. eVolutioNary traiNiNG 
set seleCtioN

In this section, we will present the main 
contributions of EIS-TSS appeared in the lit-
erature in recent years. In the first subsection, 
we give a snapshot on the state of the art in 
EIS-TSS. The next subsections will analyze 
the main approaches of EIS-TSS in decision 
trees, neural networks and subgroup discovery, 
respectively.

a snapshot on evolutionary 
training set selection

The advances in EIS-TSS in recent years have 
been directed towards improving the results 
of some well-known data mining algorithms, 
being principally focused on the enhancement 
of the performance of decision trees, neural 
networks and subgroup discovery.

A wide range of these proposals have been 
inspired by the good results obtained by EIS-
PS in the task of improving the performance 
of instance-based classifiers. Thus, some of the 
EIS-TSS methods which will be presented in 
this section will share some components with 
EIS-PS proposed before, adapting its principles 
to tackle the IS problems over other data min-
ing algorithms.

Firstly, we will review some approaches 
of EIS-TSS applied to the construction of deci-
sion trees with the well-known C4.5 algorithm 
(Quinlan, 1993). A first application of IS to 
improve the construction of decision trees can 
be found in (Cano et al., 2003), where the re-
sults of the IS conducted by four evolutionary 
proposals are applied to extract reduced train-
ing sets in the construction of decision trees. 
Another proposal (Wu & Olaffson, 2006) also 
presented a genetic algorithm based IS process 
to improve the construction of decision trees, 
but they focused its effort on improving, not 
only the accuracy of the model and the reduc-
tion of the number of instances in the training 
set, but also in the interpretability and size of 
the trees obtained.

Later, Cano et al. (2007) presented two 
proposals of stratification to further improve 
the trees extracted by the C4.5 algorithm. The 
aim of both proposals was to improve the ac-
curacy and interpretability of the trees extracted 

Figure 15. Algorithm 11: Pseudocode of the PG-Clonar Selection algorithm
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by means of stratification of the training data, 
trying to maintain a good trade-off between 
both quality measures.

As a last application of EIS-TSS in deci-
sion trees, we will review a proposal to improve 
the performance of C4.5 over imbalanced data 
sets (i.e. dealing with the Imbalance Data Sets 
Problem in the construction of decision trees) 
(García & Herrera, 2008). In this contribution 
it is shown how an evolutionary undersampling 
method is able to increase the accuracy of 
the decision tress in the classification of both 
majority and minority classes, employing the 
geometric mean accuracy measure.

Two approaches of EIS-TSS applied to 
neural networks will be analyzed. The first ap-
proach is (Ishibuchi et al., 2001), where a basic 
genetic algorithm is applied to perform both IS 
and Feature Selection processes to improve the 
results of standard three layered neural networks 
in classification.

A second approach to perform EIS-TSS on 
neural networks is presented in (Kim, 2006). 
This approach proposes the use of a standard 
genetic algorithm to perform a weight adjust-
ment on the connections between the layers 
of a feed-forward neural network and an IS 
process over the instances which are employed 
to train the net.

Finally, the review of two proposals of 
EIS-TSS applied to subgroup discovery will be 
covered to close this section. The first proposal 
of this subsection (Cano, Herrera, Lozano & 
García, 2008) is an enhancement of the CN2-SD 
algorithm to increase its efficiency over large 
size datasets, by employing TSS techniques.

The second proposal (Cano et al., 2008) 
presents two stratification strategies to increase 
the presence of examples from minority classes 
in large size data sets with imbalanced data. The 
benefits shown in this study from the applica-
tion of stratification includes the enhancement 
of Apriori-SD in its application to large size 
problems, and the improvement in the quality 
of the groups discovered over the minority 
classes of the problem analyzed.

eis-tss in decision trees

Cano et al. (2003) performed a complete study 
of the use of Evolutionary Algorithms to perform 
IS tasks. Although this work has been analyzed 
above, due to the number of EIS-PS which were 
presented in the study, it is important to note 
that a second experimental study was carried out 
employing the same IS algorithms as EIS-TSS 
methods to improve the trees built by C4.5.

The results obtained in the TSS part of 
the study were similar to the ones reached in 
the PS part: Evolutionary Algorithms based 
IS method were able to equal or outperform 
non-evolutionary methods, maintaining or 
increasing the accuracy of the trees obtained 
and increasing the reduction rates obtained by 
measuring the number of instances selected.

Wu & Olaffson (2006) performed a wide 
analysis of the application of IS to the induc-
tion of decision tress. They proposed a genetic 
algorithm to conduct the IS process, employing 
an integer codification in its chromosomes. Each 
individual is composed of a set of integer values, 
where each one represents one instance of the 
training set. Thus the selected instances of each 
individual are those whose integer identifier 
forms part of the chromosome.

The genetic algorithm search process em-
ploys a set of usual genetic operators: roulette 
wheel selection, crossover operator (which 
interchanges members of each set of instances 
defined by the parents) and mutation operator 
(which randomly replaces an instance by another 
one not selected).

The fitness function is a measure of the 
accuracy of the tree which can be induced by 
the chromosome, S, and its size. It is defined 
as follows:

1),))((log()))((log(

)(

>⋅−−= a
K

SsizeaSe
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ψψ 

Where e is an estimator of the error rate of 
the decision tree ψ(S), K is an upper bound on the 
size of the tree, and a is a weighting factor.
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The final tree is obtained by merging the 
instances selected at least one time with a fixed 
number of the best chromosomes in the popula-
tion. Then the tree can be employed to classify 
new test instances.

In addition, a study of some relevant pa-
rameters is presented along with the results of 
the algorithm. A discussion of two additional 
measures, the Average Leaf Ratio (a measure of 
the number of instances in each leaf node of the 
tree), and the Instance Entropy of the training 
data, show some interesting conclusions, the 
most remarkable being:

Genetic algorithm based IS is able to re-• 
duce the tree sizes with minimal loss in 
prediction accuracy
The best results are obtained when the • 
Average Leaf Ratio of the final model is 
higher
Genetic algorithm based IS works better • 
on low entropy data sets. Higher values 
of entropy make the construction of more 
complex decision trees necessary
IS can be employed as a replacement for • 
the traditional tree pruning techniques be-
cause it is able to outperform them when 
they are compared in terms of accuracy 
and tree size

A third remarkable proposal of EIS-TSS 
can be found in (Cano et al., 2007), where the 
use of stratification is proposed to tackle the 
Scaling Up problem on the induction of decision 
trees. The aim of the study was to perform the 
extraction of classification rules from large size 
data by keeping a good tradeoff between the 
precision and the interpretability of the model 
generated. To accomplish its objective, the 
authors present a stratified strategy (similar as 
the employed in (Cano et al., 2005).

To conduct the EIS-TSS process, the CHC 
algorithm is used. Moreover, two different fit-
ness functions are employed; they are based on 
the usual fitness function used for EIS-PS:

 redPerclasPerTSSFitness ⋅−+⋅= )1()( αα

Where clasPer denotes the percentage of 
correctly classified objects from TR using only 
TSS to find the nearest neighbor or to extract a 
C4.5 model, depending on the concrete fitness 
function used. redPer denotes the reduction rate 
between TR and TSS.

• Reduction-precision fitness function: 
This fitness function uses the 1-Nearest 
Neighbor classifier for measuring the 
classification rate

• Interpretability-precision fitness func-
tion: This fitness function extracts a 
model with C4.5 to compute the classifi-
cation performance of TSS

The two fitness definitions were tested with 
CHC and the stratification strategy. Several TSS 
methods were included in the experimental 
framework, to compare the performance of 
the proposed models against them. Finally, 
the results obtained were contrasted by using 
non-parametric statistical procedures.

The main conclusions reached in the study 
were as follows:

The evolutionary stratified IS offers the • 
best model size, maintaining an accept-
able accuracy. It produces the smallest 
set of rules, with the minimal number of 
rules and the smallest number of anteced-
ents per rule.
The stratified CHC model with Interpret-• 
ability-Precision fitness function allows 
us to obtain models with high test accu-
racy rates, similar to C4.5, but with the 
advantage that the size of the models are 
reduced considerably.
The predictive model extraction by means • 
of evolutionary stratified training set se-
lection (with the CHC model and any of 
the fitness function presented) presents a 
good tradeoff between accuracy and in-
terpretability. Thus, a very good scaling 
up behavior is observed, which allows us 
to obtain good results when the size of 
data set grows.
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The last EIS-TSS proposal to improve the 
construction of decision trees which will be 
reviewed in this survey deals with the Imbal-
ance Data Sets problem.

In (García & Herrera, in press) a new 
method is presented to deal with imbalanced 
data by performing the TSS process. The aim 
of the method is to improve the classification 
accuracy obtained by C4.5 when it is used on 
imbalanced data sets.

The proposed approach uses the same 
representation as the basic EIS-TSS methods. 
C4.5 is used to extract a model in order to com-
pute the accuracy of the training set selected. 
The accuracy rates obtained by employing this 
model to classify the examples of the majority 
and minority classes are used to compute the 
geometric mean metric, which is used as fit-
ness function.

Figure 16 shows the basic stages of the 
EUS process in EIS-TSS.

Although C4.5, in its standard definition, 
incorporates a pruning mechanism to avoid 
overfitting, the inclusion of the induction tree 
process within an evolutionary cycle can di-
rect the resulting tree to an optimal model for 
training data, losing the generalization ability. 
To avoid this drawback, a simple and effec-
tive mechanism is incorporated. It consists of 
providing a higher weight for the classification 

costs of the instances that are not included in 
TSS than to the instances that are. Therefore, 
the reduction ability of the selected subset is 
encouraged, allowing the proposed approach 
to avoid overfitting in the construction of the 
models.

To test the performance of the proposal, it 
was compared to a wide number of well-known 
re-sampling algorithms, including OSS (Kubat 
& Matwin, 1997), NCL (Laurikkala, 2001) and 
SMOTE (Chawla et al., 2002), among others. 
The results obtained were contrasted by using 
non-parametric statistical procedures, finally 
showing that the proposed approach is able to 
outperform, or, at least, to behave similarly to 
every method in the comparison with respect 
to the accuracy of the models obtained, it ob-
tains very accurate trees with a low number of 
rules or leafs. Thus, the proposed approach is 
confirmed as a very accurate method, which 
is able to increase the interpretability of the 
models obtained.

eis-tss in Neural Networks

A first application of the use of EIS-TSS on 
neural networks can be found in (Ishibuchi et 
al., 2001). The aim of this proposal was to find 
an optimal subset of instances and features by 
employing a GGA.

Figure 16. The EUS process in EIS-TSS
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The GGA designed to carry out the TSS 
task employed the usual representation of the 
solutions (binary coded, employing the first 
part of the chromosome to code the instances 
which are currently selected, and the second 
part to code the features), and a standard set of 
genetic operators: Random selection of parents, 
uniform crossover and bit flipping mutation 
(biased to decrease the number of instances 
selected). The fitness function defined by this 
proposal was:

 PWFWPerfWFitness PfPerf ⋅−−⋅=  

Where Perf is a measure of the accuracy 
of a NN classifier when applied to the training 
data by using as a reference set the current 
subset selected by the chromosome, F and P 
are respectively the number of features and 
instances selected, and WPerf, WF and WP are 
user-defined weights.

When the evolutionary process was fin-
ished, the final subset selected was employed 
to train a standard three layered neural network, 
being finally validated with a test data set to 
test its generalization capability.

Although the concrete EIS-TSS method 
employed has been outperformed by other 
EIS-TSS and EIS-PS proposals, this approach 
can still be considered an important milestone 
in the field because it was the first application 
of EIS-TSS to improve the performance of 
neural networks.

A more modern approach is proposed in 
(Kim, 2006). In this proposal, a GGA is also 
employed to optimize the performance of a 
three layered neural network, in the framework 
of an application for financial forecasting. The 
individuals of the genetic algorithm encode 
information about the instances selected and 
about the adjustment of the weights of the 
neural network, employing binary coding in 
both cases. Although an EIS-TSS process is 
performed, the genetic algorithm does not 
have as its objective the maintenance of a good 
reduction rate. Instead, the fitness function is 
defined as the classification accuracy of the 

neural network defined by the chromosome, 
instead of the usual application of the neural 
network as a baseline classifier.

The experimental study carried out con-
cluded that, in the context of the financial 
forecasting problem selected, the application 
of IS to improve the performance of neural 
networks outperformed the classical proposals 
of weights adjustment with genetic algorithms, 
highlighting the benefits of using EIS-TSS to 
improve the quality of the training process of 
neural networks.

eis-tss in subgroup discovery

In (Cano, Herrera, Lozano & García, 2008), 
a proposal to improve the performance of the 
CN2-SD algorithm for subgroup discovery in 
the evaluation of large size data sets is presented. 
Although CN2-SD is based on a divide and 
conquer strategy, it has to face the Scaling Up 
problem. To avoid it, the use of TSS algorithms 
is proposed for scaling down the data sets before 
the subgroup discovery task.

The study of the application of TSS algo-
rithms, and the experiments that were carried 
out, was divided into two parts:

In the first part, the effect of TSS on the • 
subgroups discovered with CN2-SD in 
small data sets is studied. The objective is 
to analyze if the TSS process affects the 
descriptive qualitative measures of the 
subgroups (coverage, support, confidence, 
significance, unusualness, completeness, 
size and number of antecedents).

The basic IS methods applied to the TSS 
process were CNN (Hart, 1968), IB2, IB3 
(Kibbler & Aha, 1987), DROP3 (Wilson & 
Martinez, 1997) ICF (Brightom & Mellish, 
2002) and EIS-CHC. These methods were 
applied by using the stratification proposed in 
(Cano et al., 2005).

The results of this first part of the study 
were contrasted to a complete set of para-
metrical and non-parametrical statistical tests. 
Their application revealed that the use of TSS 
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did not negatively affect the quality indexes of 
the subgroup discovered. Also the measures on 
size and number of antecedents were improved, 
showing that TSS algorithms were able to 
discover smaller and more interpretable sets 
of subgroups.

In the second part, a TSS process is com-• 
bined with CN2-SD to test its behavior in 
large size data sets. As basic IS methods, 
IB2 and EIS-CHC were selected because 
they were the IS algorithms with the 
smallest subsets selected in their applica-
tion to the large size data sets.

The main conclusion of this part was that 
the combination of the highest reduction rates 
of IB2 and EIS-CHC with CN2-SD makes it 
possible to perform a SD task on large size data 
sets. In particular, EIS-CHC is recommended 
because it shows very good results in most of 
the qualitative measures tested, when employed 
in combination with CN2-SD.

As a final conclusion of the study, the 
authors stated that, thanks to the application 
of TSS methods, CN2-SD can be executed on 
large data set sizes pre-processed, maintaining 
and improving the quality of the subgroups 
discovered.

A second application of EIS-TSS for 
subgroup discovery can be found in (Cano et 
al., 2008). There, a different application of the 
stratified strategy presented in (Cano et al., 
2005) was proposed: The employment of two 
modified strategies of stratification to increase 
the presence of minority classes. The aim of the 
proposal was to allow a subgroup discovery al-
gorithm, Apriori-SD (Kavsek & Lavrac, 2006), 
to avoid the Scalability problem and to face a 
large data set without harming its accuracy due 
to a poor treatment of imbalanced data.

The data set used on the experiment was 
the KDD Cup’99. Firstly, it is shown that the 
Apriori-SD could not handle the KDD Cup’99 
problem because of its expensive computational 
cost in time. Then the TSS methods are applied 
to tackle the problem. ENN (Hart, 1968), IB3 

(Kibbler & Aha, 1987), and EIS-CHC (Cano et 
al., 2005) were proposed as baseline IS methods 
to be used.

To preserve the number of instances of 
the minority classes, two different strategies 
of stratification were proposed:

• Instance selection in all classes: The 
instances of the majority classes are as-
signed randomly over the strata created. 
Then the whole minority classes are 
added to each strata. After the IS process 
is carried out, the subsets selected are re-
united, removing duplicities.

The employment of this strategy showed 
a severe drawback: Its application to every 
TSS subset obtained after the reunion of the 
instances selected from the strata decreased 
significantly the number of instances present 
from the minority classes. Thus, the minority 
classes were not sufficiently represented for a 
proper subgroup discovery task, due to use of 
the stratified IS.

• Instance selection in majority classes: 
The selection process is applied without 
the minority ones, just to the majority 
classes. The instances which belong to 
the minority classes were added to the 
TSS subset after the reunion of the sub-
sets selected, and then the subgroup dis-
covery tasks were carried out.

In this case, the instances which appear in 
the TSS selected were the most representative 
of the majority classes and all the instances 
belonging to the minority ones. Thus the IS 
process was able to reduce the initial data set 
without affecting the presence of instances from 
the minority classes, making the subgroup dis-
covery process possible in those classes.

Both strategies were tested in combina-
tion with the selected IS methods, using con-
fidence and support as qualitative measures. 
The conclusions of the experiment were that 
the combination of the TSS algorithms with 
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stratification allows us to extract subgroups 
for most of the classes, including most of the 
minority ones, with high levels of confidence 
and support measures. Furthermore, the use 
of the instance selection in majority classes 
strategy of stratification was recommended to 
perform this task.

6. CoNClusioN

This article presents a review of PS, TSS and 
PG techniques performed by evolutionary 
algorithms. A wide number of algorithms and 
proposals of the state-of-the-art have been 
discussed, showing that the research in these 
fields have produced numerous advances in 
recent years to improve the quality of Instance 
Selection and Generation techniques in Data 
Mining.

Furthermore, this survey has considered 
the use of Evolutionary Algorithms to tackle 
two important issues in Data Mining: The Scal-
ing up Problem and the Imbalance Data Sets 
Problem. These proposals have provided a way 
to improve the results obtained over large sized 
and imbalanced data in such fields as supervised 
classification and subgroup discovery, being a 
clear example of how Evolutionary Algorithms 
can be a useful tool in order to overcome these 
challenging problems.
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aPPeNdix: aCroNyms table

In this appendix, a table with all the acronyms employed on the text is provided (Table 1). For 
each acronym, it is shown its meaning and the page where it was defined:

Table 1.

Acronym Meaning Page

EIS Evolutionary Instance Selection 4

EIS-PS Evolutionary Instance Selection – Prototype Selection 4

EIS-TSS Evolutionary Instance Selection – Training Set Selection 4

EUS Evolutionary Under Sampling 23

EPG Evolutionary Prototype Generation 4

GGA Generational Genetic Algorithm 10

GOCBR Global Optimization of feature weighting and instance 
election using genetic algorithms for Case Based Reasoning 26

HGA Hybrid Genetic Algorithm 26

IG Instance Generation 3

IGA Intelligent Genetic Algorithm 18

IS Instance Selection 3

PBIL Population Based Incremental Learning 10

PG Prototype Generation 3

PS Prototype Selection 3

PSO Particle Swarm Optimization 28

SSGA Steady State Genetic Algorithm 10

SSMA Steady State Memetic Algorithm 18

TSS Training Set Selection 3
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