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Abstract

Axn ordinal fuzzy Hnguistic Informa-
tion Retrieval System (IRS) based
on a multi-level weighting scheme
to represent the user queries, in a
more flexible way, is proposed. The
IRS accepts Boolean queries that
can be weighted simultaneously by
means of ordinal linguistic values
i two weighting levels: level of
terms and level of connectives. In
level of terms, the weights are as-
gocialed to a fhreshold semantics,
and In the level of connectives they
are associated to a control seman-
tics acfing as modifiers of the action
of the Boolean classical connectives
AND and OR in the retrieval pro-
cess. A new family of parameterized
soft computing operators, called S-
LOWA operators, is introduced for
modelling that control semantics in
the action of the connectives AND
and OR.

Keywords: Information Retrieval,
Weighted Queries, Linguistic Mod-
elling.
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Intiroduction

Information Retrieval (IR) may be defined,
as the problem of the selection of documen-
tary information from storage in response to
search questions provided by a user, which are
expressed by a query [1, 14]. Information Re-
trieval Systems (IRSs) deal with documentary
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bages containing textual, pictorial or vocal in-
formation, organized in documents, and pro-
cess user queries trying to allow the user to ac-
cess to relevant information in an appropriate
time interval. IRSs present three components
to carry out this activity [10]: 1) & database:
to store the documents and the index terms,
it} a guery subsystem: to formulate the user
queries, and iii) an evaluation subsystem: to
obtain the Retrieval Status Value (RSV) for
each docmment. The query subsystem sup-
porks the user-IRS interaction, and therefors,
it should be able to deal with the imprecision
and vagueness typical of human communica-
tion. This aspect may be modelled by means
of the introduction of weights in the query
language. By atfaching weights in a query, a
user can increase his/her expressiveness and
provide a mors precise description of his/her
desired documents. Fuzzy Set Theory pro-
vides a soft computing methodology for han-
dling urcertain information and a good math-
ematical basis, which may be used to model
and process the weights in the queries. Many
authors have proposed fuzzy weighted IRS
models asswning numeric weights [2, 3, 8, 7).
However, it seems more natural to charac-
terize the contents of the desired documents
by explicitly associating a lnguistic weight
to clements in a query, such as "important”
or "very important”, instead of a numerical
value. 5o, some fzzy linguistic IRS models
[4, 5, 10, 11, 12] have been proposed using a
Juzzy bnguistic approach [19, 20, 21] to model
the query weights and R5Vs, bemg useful the
called ordinal fuzzy linguistic approach [9]. As
it is shown in [10], this approach allows us to




reduce Lhe complexity of the design of I5Ss.

in order to formalize fuzzy weighted query-
ing, we have tc agree upon the query ele-
ments thalt @ user can weigh and some as-
pects of the semantics associated to the query
weights as well. Most of the existing 1RSs
uze Boolean queries [1, 14]. In this context,
each user query is expressed as a combina-
tion of the index terms which are connected
By the logical connectives AND (A), OR (v),
and NOT (=). Thereby, the retrieval process
can be controlled from four different weight-
ing levels [10, 12]: 1) level of individual terms,
i) level of sub-expressions, which are asso-
ciations of terms related by logical connec-
tives, iii) level of the whole query, which s
she bigeest sub-expression, and iv) level of
logical connectives. The first three levels are
the most often applied by users. Usually, in
these weighting levels weights have been in-
terpreted using any of the following four dif-
farent semantics [3, 10, 12]: 1) as a messure of
the importance of a specific element in repre-
seniing the query, or i} as a threshold to aid
in matching a specific document to the query,
or ifi) as a description of an ideal or perfect
document, or iv) as a limit on the amount of
documents to be retrieved for o specific ele-
ment., The weighting level of logical connec-
tives hag nol been studied very much. How-
ever, its use can enable users to represent their
requirements better. For example, a connec-
tive weight can be an expression of a desired
interrelationship between the specified terms
in the query, and as such it can be seen as
a user parameter that controls the action of
the Jogical connectives in the evaluation of Lhe
relevance of documents from query terms.

The main aim of the paper is to present a lin-
guistic TRS based on a multi-level weighted
query subsystem that allows users: 1) to set
the qualitative aspects of the desired decu-
ments by mean of a threshold semantics in
the level of the terms, and i) to introduce a
control semantics, in the lavel of connectives,
to model the behaviour of the logical connec-
tives in a more flexible way. We introduce a
family of parameterized soft computing oper-
ators, called S-LOWA operators, which allows
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s to model the coutrol semaniics of the con-
nectives welghts.

The paper is set out as follows. The ordinal
fuzzv linguistic approach together with the S-
LOWRA operators are presented in Section 2.
The fuzzy weighted linguistic IRS is defined
in Section 3. Finally, Section 4 includes our
conclusions.

%  The Ordinal Fuzzy Linguistic
Aporoach

The ordinal fuzzy Lnguistic approach is a
fuzzy approximate technique appropriate to
deal with qualitative aspecis of problems [10].
It models linguistic information by means of
ordinal lingnistic labels supported by a lin-
guistic variable 19, 20, 21]. A linguistic vari-
able is defined by means of a syntactic rule
and a semantic rule. In an crdinal fuzzy
linguistic approach the syntactic rule is de-
fined by considering a finite and totally or-
dered label set & = {s;},i € {0,....G} in
the usual sense, ie., 8 = s if 4 = j, and
with odd cardinality (such as T or 9 labels),
where the mid term represenls an assessment
of “aporoximately 0.57, and the rest of the
terms being placed symmetrically around if.
The semantics of the linguistic term set is es-
tablished from the ordered structure of the
termn sef by considering that each linguistic
term for the pair (s;,s¢_;) is equally infor-
mative. In any linguistic approach we need
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operators of management of linguistic infor-
mation, such as: 1) a minimization operator,
MIN(s,,55) = 5 if a<=b, i) a marimiza-
tion operator MAX (84, %) = 5a if a == 1,
i) a negation operator NEG(s;) = 55 | =
G —1, and iv) some aggregation operators, [or
example the LOWA operator [9].

2.1 The LOWA Operaior

Definition 1. Lef A = {ay....,en} b2 @
set of labels Lo be aggregaied, then the LOWA
operator, ¢, is defined as ¢lu1,... . 6m) =
w - BT = ¢ {up, b,k =1,...,m} =w ©
b& (1 —wi) ©C™ B b b = 2, ., m}
where W = [wi,....wn], 45 o weighiing vec-

tor, suech that, w; € [0.1] and Ty = 1.
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{Byoones } is 5 vector asso ed to A, such
tha J = {c:g ..... st oy T tbhere

] = 7 wm‘z ¢ being o per-
i 1 over f,he set of labels A. C™ s the
CONEET (,o-m-br.naﬁioﬂ, operator of m lobels and
if m=2, then it is defined as CHw;, b i =
1.2} = w1 @88 (1 —w1) O s = s, such
min{G,i + round{w; - (§ —
N} 55, s € S, (J = 14) where"round” is the

usual round operation, and bl = st by =g If

wi = 1 endw; = 0 with i # j Vi, then the con-
vex: combination is defined as: C™{w;, by, i =
1. m) = by

The behavior of the LOWA operator can be
controlled by means of the weighting vector
1. For example,

lar; .. 0m) = MAX(ag) f W™ =1,...,0],
olay; - sam) = MINi(a;) W, =]0;..., 1],
&lan; .- 0m) = Avela;) n‘hu_{j].,,,,%}

OWA GpEer ators with re-

In order to classify
spect to their location between and and orn
Yager [17] introduced a measure to charac-
terize the type of aggregation for a particular
weighting vector W. -This measure, called or-
ness measure of the aggregation, is defined as

m

Z 3 3\<L1

=1

orness(W) =
m —
This measure, which lies in the unit inter-
val, characterizes the degree to which the ag-
gregation is like an or (MAX) operation. It
can be eagily shown that orness(W=) = 1,
orness(W.) = 0, and orness(W,4) = 5. Note
that the nearer W iz to an or, the closer
s measure is to one; while the nearer it
5 to an and, the closer is to zero. Thers-
fore, ag we move weight up the vector we in-
crease the erness(W), while moving weight
down causes us to decrease orness{W). We
can easily see that the dual operator of an
OWA operator defined with weighting vector
W = [ = wy, _sp1] satisfies that

_,:\\
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o

orness(W) orness{ W

and thersfore, if an OWA operator is orlike
then its dual 1s endlike. The andness measure
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Grdne:

S-LOWA Opera

2.2 The 8

In our iinguistic weighted TRS we need to ag-
gregate ordinal fuzzy linguistic information
and at the same time to interpret the connec-
tive weights. To do so, we introduce a new
family of operators based on the LOWA op-
erators [9], called S-LOWA operators.

The problem of the OWA operators is the de-
termination of the weighting vector. A num-
ber of approaches have been suggested lor ob-
taining the weights [16, 17]. Some of them
allow the participaticn of users in the pro-
cedure for calculating the weights. In such

AEOTVA. Soerator
of OWA operator

cases, the behavion
guided or controlled by the user’s preferences.
One of these procedures consists of generating
the weights from parameters provided by the
users, In [18] were p:esenl ed two parameter-
denoted S-0WA oper-
ators, which can learn weighting vector from
the orness and andness expressed by a user,
respectively. The first operator Is an orfike
S-OWA operator with weighting vector W50
defined as

ized OWA uDe“ﬂ.mb

-2
1wy = 2-a—1,ac(05,1]
™
79 .
= — fori=2,..., 1™,
with ¢ = grness(W97). The second one is an

andlike S-OWA operator with weighting vec-
tor W94 defined as

2—2-c e
W, = +2-a—1, e [05,1],
m
2l
wy=———"Tori=1...,m—1,
m

with & = andness(W54). When o = 0.5
both OWA operators reduce to the arithmetic

mean Operator.

Then, in the evaluation of the user gueries
we shall use an oendlike S-LOWA operator
(¢54) and an orlike S-LOWA operator (650)
Lo model the soft computing of the query log-
ical connectives AND and OR, respectively.







