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Abstract

Most information retrieval systems
based on linguistic approaches use
symmetrically and uniformly dis-
tributed linguistic term sets to ex-
press the weights of queries and
the relevance degrees of documents.
However, it seems more adequate
to express these linguistic weights
and degrees by means of unbal-
anced linguistic scales, i.e., linguis-
tic term sets with different dis-
crimination levels on both sides of
mid linguistic term. In this con-
tribution we present an informa-
tion retrieval system which accepts
weighted queries whose weights are
expressed using unbalanced linguis-
tic term sets. Then, system provides
the retrieved documents classified in
linguistic relevance classes assessed
on unbalanced linguistic term sets.
To do so, we introduce a methodol-
ogy to manage unbalanced linguis-
tic information which is composed
of a representation model of unbal-
anced linguistic information and a
computational model of unbalanced
linguistic information with some ag-
gregation operators.
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1 Introduction

Information Retrieval involves the develop-
ment of computer systems for the 3

and retrieval of (predominantly) textual iy
formation (documents). The main activity
of an Information Retrieval System (IRS) is
the gathering of the pertinent filed documents
that best satisfy user information require.
ments (ﬁilén’és) Basically, IRSs present three
components to carry out their activity [21]: )
a Database: which stores the documents and
the representation of their information con-
tents (index terms); ii) a Query Subsystem:
which allows users to formulate their queries
by means of a query language; and iii) an
Evaluation Subsystem: which evaluates the
relevance of each document for a user query
by means of a retrieval status value (RSV).

A promising direction to improve the effec-
tiveness of IRSs consists of representing in
the queries ‘the users’ concept of relevance.
To do so, a possible solution consists in the
use of weighting tools in the formulation of
queries. By attaching weights in a query, 2
user can increase his/her expressiveness and
provide a more precise description of his/her
desired documents.

The fuzzy linguistic approach is an approd-
mate tool to model qualitative information in
problems [1, 2, 14, 15, 18, 19]. An important
fuzzy linguistic approach is called the ordi-
nal fuzzy linguistic approack (7, 9, 24]. Its
main characteristic is that it simplifies the
processes of computing with words [7]. So
different weighted IRSs based on an ordinal

fuzzy
B 4

: apprt

i tive

L A A Db i

L

form]

lingw’
of qu
trieve
a net
ancec
its rep
tion
gate 1
This




& fuzzy linguistic approach were presented in
¥ [3, 4, 12, 13, 16, 17]. With such linguistic
£ spproach the weights are assumed qualita-
£ tive values assessed on symmetrically and uni-
£ formly distributed linguistic term sets. Then,
£ users can characterize the contents of the de-
¢ sired documents by explicitly associating a
% linguistic descriptor to a term in a query, such
% as "important” or "very important”, and on
€ the other hand, the estimated relevance levels
£ of the documents are supplied in a linguistic
& form (e.g., linguistic terms such as "relevant”,
§ "very relevant” may be used). The problem
¥ is that using symmetrically and uniformly dis-
F tributed linguistic term sets we find the same
£ discrimination levels on both sides of mid lin-
£ guistic term. However, usually users lock for
£ documents with positive criteria, that is, they
£ formulate their weighted queries using linguis-
i tic assessments on the right of the mid label
£ 2 lot more than on the left. Similarly, usu-
E ally users are interested in the relevant doc-
£ uments a lot more than in the non-relevant
' documents, and then a best tuning of the out-
¥ put of IRS can be achieved if a higher number
_ & of discrimination levels on the right of the mid
& linguistic term is assumed. Therefore, in in-
formation retrieval the use of unbalanced lin-
quistic term sets (see Figure 1) i.e., linguistic
term sets with different discrimination levels
on both sides of the mid linguistic term, seems
more appropriate to express weighted queries
and the relevance of documents.

¢ * ¥ Figure 1: Example of an unbalanced set of 7
- § fuzzy linguistic terms.

- ¥ The aim of this contribution is to present a
‘£ linguistic IRS that manages unbalanced fuzzy

g £ linguistic information to represent the weights
i approxi- § of queries and the relevance degrees of re-
tionin & trieved documents. To do so, we introduce
gimportant * 2 new methodology to manage the unbal-
%mced fuzzy linguistic information with both
’Q, 24]. Its f its representation model of linguistic informa-
fiplifies the ;‘-_.'lion and its computational model to aggre-
rds (7] So . i Bate unbalanced fuzzy linguistic information.
i:an ordinal -¥ This methodology is based on the use of hi-
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erarchical linguistic contexts [5] defined us-.

ing a 2-tuple fuzzy linguistic approach[10]. In
such a way, we present an IRS that improves
the expressiveness in the system-user interac-
tion. Furthermore, the use of 2-tuple model
improves the performance of IRS because it
allows to represent more classification levels
of relevance in the output of IRS.

In order to do that, this contribution is struc-
tured as follows. Section 2 shows the pre-
liminary concepts, that is, the 2-tuple fuzzy
linguistic approach and hierarchical linguistic
contexts. Section 3 introduces the method-
ology designed to manage unbalanced fuzzy
linguistic information. Section 4 defines the
linguistic IRS based on unbalanced fuzzy lin-
guistic information. And finally, some con-
cluding remarks are pointed out.

2 Preliminaries

In this section,.we present those concepts that
we use to desl‘%;,'ﬁé methodology to manage
unbalanced fuzzy linguistic information and
our linguistic IRS. That is, we present the 2-
tuple fuzzy linguistic model [10] and the hier-
archical linguistic contexts [5].

2.1 The 2-Tuple Fuzzy Linguistic
Model

Usually, to define a fuzzy linguistic model
we must establish its representation model of
linguistic information and its computational
model to combine-linguistic information. In
such a way, in [10] was introduced thé 2-tuple
fuzzy linguistic model by defining both its
representation model and its computational
model.

Definition 1. Let § = {sq,...,57} be a lin-
guistic term set and § € [0,T] a value sup-
porting the result of a symbolic aggregation
operation, then the 2-tuple that ezpresses the
eguivalent information to B is obtained with
the following function:

A:[0,T] — S x [-0.5,0.5)

i i = round(f)
BB} =080 Nl qpie [ on)
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