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Nowadays, the information access on the Web is a main problem in the computer science commu-
nity. Any major advance in the field of information access on the Web requires the collaboration
of different methodologies and research areas. In this paper, the concept of aggregation operator
playing a role for information access on the Web is analyzed. We present some Web methodolo-
gies, as search engines, recommender systems, and Web quality evaluation models and analyze the
way aggregation operators help toward the success of their activities. We also show an application
of the aggregation operators in digital libraries. In particular, we introduce a Web information
system to analyze the quality of digital libraries that implements an important panel of aggregation
operators to obtain the quality assessments. C© 2008 Wiley Periodicals, Inc.

1. INTRODUCTION

The World Wide Web is a popular and interactive medium to collect, dissem-
inate, and access an increasingly huge amount of information: it constitutes the
basic mainstay of the so-called “information and knowledge society.” Owing to its
spectacular growth, related to both Web resources (pages, sites, and services) and
visitors, the Web is nowadays the main information repository.

The explosive growth of the World Wide Web stimulates the development of
fast and effective automated systems that support an easy and effective access to the
information relevant to specific users’ needs.1 The analysis of some characteristics
of the Web could help us to better understand the problem of information access on
the Web, and why it offers so many opportunities to research2:
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• The Web is an extremely dynamic information source because the information it holds
receive constant updates and also because it is constantly growing in a disorganized and
uncontrolled way.

• The Web contains information of many types, texts, structured tables, multimedia infor-
mation (music, images, and movies), and so on.

• The Web presents many redundant and noisy information, and only a small portion of it
contains truly relevant or useful information.

Consequently, at present, the definition of systems that help users to automatically
access high-quality information relevant to their needs on the Web is a big challenge.
It is related with many Web research topics, which include, but are not limited to,
the following: Web mining,3 Web evaluation,2,4−7 recommender systems,8 Web
intelligent agents,9 Web search engines,1 filtering tools,10 Web personalization,11

and Semantic Web.12,13 Furthermore, because of its complexity, it requires the use
of interdisciplinary approaches that involve a wide range of tools as preference
modeling, knowledge management, aggregation operators, and so on.

Aggregation operators are related to the problem of combining different values
(scores, preferences, or ranking results) from various information sources. In the
Web context, we identify three important applications:

• Search engines: For example, to evaluate multiterm queries or to build metasearch engines.
• Recommender systems: For example, to build recommendations according to different

user judgments or to choose products according to multiple criteria.
• Web quality evaluation: For example, to evaluate the quality of a Web site or a Web

service according to multiple criteria.

On the other hand, the developments on the Web are having a great influence on
the developments or others information access instruments as digital libraries.14−17

Since 1990s, the Internet and the Web have become the primary platform for libraries
to build and deliver information resources, services, and instructions. Nowadays, in
the digital age, we find two kinds of library user information services15:

1. Traditional library user information services, which are based on a face-to-face per-
sonal communication and are developed on-site, as for example, on-site bibliographic
instruction, consultation, user technical support, classroom instruction, and so on; and

2. Electronic library user information services, which are based on the Web, can be devel-
oped on-site or off-site, and are accessible without any geographic and time limitations,
as for example, integrated library systems, distance-learning services, e-databases ser-
vices, Web library catalogs, open source journal information, Web search engines, instant
messaging services, virtual reference, and so on.

Depending on the library framework, both services are necessary and complemen-
tary to develop library activities. However, electronic services allow us to improve
the efficiency of the libraries, and therefore, we find hybrid libraries18 that keep
some traditional services but with a great tendency to create new digital services
using all Web possibilities. In this new framework, we have to deal with new chal-
lenges and key issues if we want to offer quality library services to the users, as for
example15: role of academic libraries, quality information resources, Web instruc-
tions and trainings, new assessment and evaluation methodologies, and so on.

International Journal of Intelligent Systems DOI 10.1002/int



AGGREGATION OPERATORS FOR INFORMATION ACCESS SYSTEMS 1237

In this paper, we analyze the important role that aggregation operators can play
in different systems related to the automatic access to information on the Web. So,
we study some Web methodologies for the information access on the Web as search
engines, recommender systems, and Web quality evaluation tools; and we show the
way aggregation operators have a hand in their performance. Furthermore, we show
a Web information system that we have developed to contribute in the improvement
of the quality of digital libraries. In particular, this is a system that implements a new
methodology based on fuzzy tools to evaluate the quality of the Spanish digital li-
braries in an academic context. It is called ECABUD (http://sci2s.ugr.es/biblioreco/).
ECABUD is a tool that we are applying in different universities of the Andalusia
region to help in the quality evaluation and decision making for academic libraries.
An important characteristic of ECABUD is that it implements a great panel of aggre-
gation operators to obtain the quality assessments and supports different frameworks
(as for example, it allows us to deal with quantitative information and qualitative
one, and to manage criteria with different importance degrees).

The rest of the paper is organized as follows. Section 2 presents several Web
methodologies together with an analysis of the use of aggregation operators on the
Web. Section 3 presents ECABUD, and finally, our conclusions are outlined.

2. WEB METHODOLOGIES AND AGGREGATION OPERATORS

In this section, we present some Web methodologies that require the use of
aggregation operators to carry out information access processes on the Web. In par-
ticular, we analyze the following Web methodologies: search engines, recommender
systems, and Web quality evaluation models.

2.1. Search Engines

To help ordinary users to find the desired information on the Web, many search
engines have been created. Search engines are a very common tool to discover and
access information on the Web and have become a fundamental Web service. We
can affirm that the dominant model of access in the Web is through search engines.
Altavista, Excite, Google, Hotbot, Infoseek, Lycos, and so on, are examples of
currently popular search engines.

Most of above search engines are based on the principles of traditional informa-
tion retrieval.19 In this sense, a search engine is a Web information retrieval system,
which indexes Web documents or pages mainly by itself, allows users to search
the Web via keyword-based queries, calculates relevant scores between indexed
Web documents and queries, ranks Web documents against the relevant scores, and
selects the top-ranked documents to constitute search results. However, the Web
presents a new scenario that is quite different with respect to the traditional frame-
work. The characteristics of the Web determine the design of search engines and
their performance:

• The Web is possibly the bigger information resource and, thus, search engines have many
difficulties to cover and index them totally in a reasonable time.
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• The Web presents a structure of linked pages that should be took into account in the
design of Web page ranking algorithms of search engines. Ranking algorithms in classical
information retrieval only take into account the page content and do not use the graph
structure of the Web.

• The Web is growing and being updated at a very high rate. Then, search engines are
not able to track the publication of new Web pages, and the only way they have to
build their indexes is to collect the documents by crawling the Web graph.20 Search
engines rely on computer programs called spiders or robots or Web crawlers that visit
the documents distributed on the Web sites and index them to serve the search engines
with a representation of the information available. Search engines can use different Web
crawlers adopting different indexing criteria with their own schedules.

• The Web is very heterogeneous. The information available on the Web is presented in
different document formats, various authoring styles, and as aforementioned, it can be of
many types. Consequently, the Web is not indexed in any standard manner and finding
information may be very difficult.

Consequently, the Web poses some new problems to search engines:

• Problem of Web crawling: Search engines can cover only a fraction of the whole Web
because of its size, structure, and fast growth.1,2

• Problem of Web spamming: The Web ranking algorithms of search engines can be easily
manipulated to promote a Web page near the top of the result set. For example, the
PageRank used in Google, could be manipulated by using “link farm.”22

• Problem of Web overload: Usually, when a user seeks information on the Web through a
search engine, he receives hundreds of thousands of documents.

To improve search engines effectively, it is essential to apply techniques that
allow us to boost the covering of the Web, push the most relevant pages to the top of
the result list, and narrow the results. Below, we identify two important developments
for boosting the performance of search engines in which the aggregation operators
play an important role:

• Metasearch engines: The limitations of the search engines (partial crawling and spam-
ming) have led to the introduction of metasearch engines.23 A metasearch engine searches
the Web by making requests to multiple search engines at once. Metasearch engines do
not crawl the Web or maintain a database of Web pages. Instead, they act as a middle
agent, passing the query on to the major search engines and then returning the results. In
such a way, they overcome the crawling problem. SavvySearch, Metacrawler, Profusion,
Inquirus, MetaGer, and so on are examples of metasearch engines. In the activity of a
metasearch engine, the ability to combine or aggregate the results of multiple search
engines is a critical aspect that could limit its performance. Search engines show the
results of a query by means of an ordered list of documents according to their computed
relevance. Therefore, the aggregation step in an metasearch engine essentially means
to combine multiple ordered lists of relevant documents, offered by underlying search
engines, into a uniform single ordered list, which is the final answer to the user query.
The definition of robust aggregation tools can provide users a certain degree of robustness
of search, removing malicious content and linking, and in such a way to overcome the
spamming problem.24 Some studies on aggregation tools in the metasearch engines can
be found in Refs. 24–27.

• Multiterm queries: Users tend to make queries that result in poor precision and match
many documents. The majority of Web users make single-term queries to express their
information needs. As it is known, single-term queries return thousands of documents
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and unfortunately, ranking the relevance of these documents is a difficult problem, and
often the desired documents may not appear near the top of the list.21 One possibility
to improve the precision of results consists in using more query terms, i.e., to facilitate
users the formulation of information needs by means of multiterm queries. Usually, this
is implemented in the search engines by allowing the use of Boolean query languages.
However, two major difficulties appear: to design appropriate user friendly interfaces
that facilitate the formulation of Boolean queries (single terms combined via the logic
connectives AND, OR, and NOT) and to design appropriate aggregation operators to
model the evaluation of the logic connectives that allow to coherently combine the obtained
partial results for each single term (called atom) of a Boolean user query. Some studies on
aggregation tools in the evaluation of multiterm queries can be found in Refs. 24,28–30.

2.2. Recommender Systems

To filter the great amount of information available across the Web can improve
the information access. Information filtering is a name used to describe a variety of
processes involving the delivery of information to people who need it. Operating
in textual domains, filtering systems or recommender systems evaluate and filter the
great amount of information available on the Web (usually, stored in HTML or XML
documents) to assist people in their search processes.8 In general, recommender
systems are an important Web development toward the goal of providing specific
customized information to each user.31

Traditionally, these systems have fallen into two main categories32:

• Content-based filtering systems filter and recommend the information by matching user
query terms with the index terms used in the representation of documents, ignoring data
from other users. These recommender systems tend to fail when little is known about the
user information needs, e.g., as happens when the query language is poor.

• Collaborative filtering systems use explicit or implicit preferences from many users to filter
and recommend documents to a particular user, ignoring the representation of documents.
These recommender systems tend to fail when little is known about a user, or when he/she
has uncommon interests. An important application of collaborative recommender systems
is the e-commerce activities deployed at e-commerce sites on the Web. By analyzing the
links between people and the products they purchase or rate, the system recommends to
the users what products they might be interested in, based on their and other users’ past
behavior.

The majority of existing recommender systems are based on collaborative filtering
technologies, but it is clear that future recommender systems will incorporate both
of these perspectives.31

In a content-based recommender system, the recommending is done by the
system itself, i.e., the function of the system is to provide recommendations for its
individual users, as, for example, the order of the documents in a given collection. In
this sense, a recommender system is almost like an information retrieval system.33

On the other hand, in a collaborative recommender system, the recommending
is done by the users of system, i.e., the function of the system is to synthesize
multiple users’ recommendations of documents in the form of a single ranking for
the individual user.33
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In both types of recommender systems, the generation process of recommen-
dations involves a procedure composed of two steps31:

1. Computation of similarity degrees. In the case of content-based recommender systems,
the similarity degrees are calculated between a new unexperienced document and other
documents that user has experienced and rated previously. In the case of collaborative
recommender systems, the similarity degrees are calculated between our user profile and
other user profiles, without considering the document representations.

2. Aggregation of ratings. In the case of content-based recommender systems, the ratings
are supplied by the user who receives the recommendation. In the case of collaborative
recommender system, the ratings are supplied by other users.

Obviously, the aggregation operators play a very important role in the generation of
recommendations.

2.3. Web Quality Evaluation Tools

As we said at the beginning, the Web is dense of noisy, low-quality, and
unreliable content. It would be extremely helpful for the Web search engines to be
able to identify the quality of Web documents independently of a given user request.
Some proposals use link analysis for estimating the quality of Web documents, but
as we showed above these proposals can be easily manipulated. Therefore, to assess
the quality of a Web document requires additional sources of information.

Recognizing the basic differences between publishing on the Web and publish-
ing on paper may help to understand the lack of quality typical of the World Wide
Web. In contrast to the printed paper world, on the World Wide Web anyone can
publish information, either by simply acquiring space on a Web site and creating
an electronic document (using any of the available formats HTML, XML, PDF, or
PostScript) or by paying someone to create it. The fact is that there are neither rules
nor standards governing the type and quality of information which a writer can put
on the Web, nor a central control on where and how documents are published.20 In
the print world, authors can publish their own studies based on their own expenses,
but self-published materials generally reach a limited audience. The Web, on the
other hand, facilitates the distribution of self-published works, while significantly
reducing the cost of production.34 Therefore, the amount of Web documents and
the number of content-based Web sites on the Internet is continuously and rapidly
increasing, although in many cases this happens without an efficient information
quality control.

In our opinion, there is not yet a clear and unambiguous definition of the concept
of information quality on the Web, and unfortunately, well-founded and theoretical
Web quality frameworks are still missing.7 One can probably find as many definitions
for information quality on the Web as there are papers on information quality. The
quality evaluation on the World Wide Web is neither simple nor straightforward. Web
quality is a complex concept, and its measurement or evaluation is multidimensional
in nature.4 Assuming such a nature, we can agree about the definition of Web quality
given in Ref. 35 “we conceive quality as an aggregated value of multiple information

International Journal of Intelligent Systems DOI 10.1002/int



AGGREGATION OPERATORS FOR INFORMATION ACCESS SYSTEMS 1241

quality criteria.” Assuming this latter definition of Web quality, we can deduce that
any Web quality evaluation methodology to rank Web resources should be composed
of two fundamental elements2,5,35:

1. An evaluation scheme: It establishes the different evaluation criteria or indicators to be
considered in the evaluation of Web resources and their importance degrees. Usually, it
is appropriate to take into account both subjective and objective criteria and the users
participation.2

2. An measurement method: It establishes how to obtain the ratings associated with each
evaluation criteria (e.g., we would have to define a questionnaire to gather users’ percep-
tions) and an aggregation or synthesis mechanism to obtain the quality rating associated
with the particular Web resource.

Again, we can observe that the aggregation operators play a very important role in the
generation of quality ratings. Furthermore, in this case and in recommender systems
the design problem of aggregation operators could be more difficult if we need,
for example, to combine quantitative with qualitative information or information
assessed on different expression domains.

3. ECABUD: A WEB INFORMATION SYSTEM

TO EVALUATE THE QUALITY OF DIGITAL LIBRARIES

BASED ON AGGREGATION OPERATORS

In this section, we present the Web information system called ECABUD. As
aforementioned, ECABUD is a tool to evaluate the quality of digital libraries, which
combines traditional evaluation criteria together with electronic or digital criteria
in order to adequately evaluate the new situation of libraries. ECABUD is oriented
to academic libraries, which are the first kind of libraries that are getting most
benefit from the Web possibilities, to help in teaching, learning, and researching
activities.14,36,37 An important aspect of ECABUD is that it presents a complete
panel of aggregation operators based on fuzzy logic which allow (i) to aggregate
qualitative information (represented by fuzzy linguistic variables38) and quantitative
information (represented by numerical scores); (ii) to deal with criteria with different
importance degrees; and (iii) to compute the quality assessments adopting different
approaches that we could find between an optimist approach and a pessimistic one.

In the following subsections, we will describe its main components, explain
how it works and, finally, we will present some results of ECABUD when it is
applied to the evaluation of some Spanish university digital libraries.

3.1. Main Components of ECABUD

First, we want to comment some software aspects of ECABUD. ECABUD
information system is based on a LAMP stack39,40 (GNU/Linux, Apache Web server,
MySQL database, and PHP programming language), and it is fully Web-based, that
is, all its components and options can be accessed through a Web interface. In
Figure 1 we show a snapshot of the system.
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Figure 1. Snapshot of ECABUD information system.

On the other hand, the main components that support the activity of ECABUD
are the following:

1. A conceptual evaluation model. The conceptual evaluation model is the support of the
quality evaluation of the digital libraries developed by ECABUD. Our conceptual evalu-
ation model of quality presents the following characteristics:

• We introduce new electronic quality criteria to represent the new digital di-
mension of the libraries.

• It is oriented to users because, as others existing library evaluation models,41,42

the user participation in the quality evaluation processes of services is funda-
mental to correctly draw the situation of the service.

• Therefore, we use both objective criteria (related with the quantitative data of
the library) and subjective criteria (related with the user judgments) to evaluate
the quality of the libraries.

In particular, we evaluate the quality of the academic digital libraries according to the
following seven objective criteria:

(a) per capita accesses to the digital library,
(b) external hit rate,
(c) per capita access points to the digital library,
(d) ratio of digital journals,
(e) per capita queries,
(f) per capita megabytes, and
(g) web impact factor43;

and the following eleven subjective criteria:

(a) you find what you are looking for,
(b) coverage of the library about search topics,
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(c) understandability of the digital library Web site,
(d) information electronic services about new inputs,
(e) added value information profits,
(f) training received,
(g) variety of search tools,
(h) navigability of the digital library Web site,
(i) satisfaction degree with the computing infrastructure,
(j) satisfaction degree with the response time, and
(k) global satisfaction degree.

The objective criteria are computed from the data provided by the different academic
libraries, whereas the subjective criteria are obtained from judgments supplied by the
users through of a questionnaire (q1, q2, . . . ,q11) (see Figure 2). The questionnaire is
prepared to accept linguistic inputs that are more easily understood by the users than
numerical ones. We use fuzzy linguistic variables38 to represent users’ opinions by mean
of linguistic labels. Our conceptual evaluation model also allows us to establish different
importance degrees among criteria, which can be assigned by the administrator or obtained
from a panel of experts.

2. A survey control module. Through this module, we define the user questionnaires and
establish the linguistic term sets that we use to represent the users’ judgments.

A user questionnaire is composed of the eleven queries, one for each subjective
criterion, and of some user characteristics, as user’s sex, formation level (student, post-
graduate student, teacher), his/her teaching topic (see Figure 2).

We use an ordinal fuzzy linguistic approach2,44−46 to model the linguistic infor-
mation. It is defined by considering a finite and totally ordered label set S = {si}, i ∈
{0, . . . ,T } in the usual sense, i.e., si ≥ sj if i ≥ j , and with odd cardinality (7 or 9
labels). The midterm represents an assessment of “approximately 0.5,” and the rest of the
terms being placed symmetrically around it. The semantics of the label set is established
from the ordered structure of the label set by considering that each label for the pair
(si , sT −i) is equally informative. For example, we can use the following set of nine labels
to provide the user evaluations: {T = Total, EH = Extremely High, VH = Very High, H
= High, M = Medium, L = Low, VL = Very Low, EL = Extremely Low, N = None}.

Figure 2. Filling a survey.
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Figure 3. Aggregation operators.

3. A computation module of quality assessments. To obtain the partial/global quality assess-
ments for each digital library, we have implemented a complete panel of fuzzy aggregation
operators that allow us to develop a great variety of aggregation policies. In particular,

• To aggregate scores associated with objective criteria, we propose to use OWA
operators47 when they are equally important and weighted OWA operators48 and
induced OWA operators,49,50 in the other case.

• To aggregate linguistic opinions associated with subjective criteria, we propose
to use linguistic OWA operators45 when they are equally important and LWA
operators46 in the other case.

• To combine objective quality assessments together with subjective quality assess-
ments, we use a tool to mix words with numbers that we defined in Ref. 51.

These operators are shown in Figure 3.
As it is known, it is possible to control the aggregation behavior of the family of

OWA operators through a weighting vector W .48 Furthermore, in Ref. 47 it was presented
a way to compute W from a fuzzy linguistic quantifier.52 Then system administrator will
choose a fuzzy linguistic quantifier to guide the aggregation operators in each case.

4. A report generation module. This module is the generator of all data that allow us to
better know the quality and performance of each digital library. We generate two kinds
of reports to analyze the quality of libraries:

• Individual report: This kind of report shows the situation of each library individ-
ually. Then, an individual report for a given library contains the list of quality
assessments for each criterion, a global subjective quality assessment, a global
objective quality assessment, and a total quality index of that library. To better
understand these different quality assessments that draw the quality situation of a
library we use different kinds of graphic outputs, as radar plots and ball graphs.
We also use some radar plots to compare a particular library against an average
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of the libraries and, in such a way, to easily detect which particular criteria have
better or worst evaluations than the average.

• Benchmarking report: This kind of report shows results of different libraries
allowing establish comparisons among them. In such a way, it is possible to
develop benchmarking procedures among different digital libraries. The purpose
of benchmarking is to make improvements to the users and to be that catalyst for
change. Benchmarking provides a structured framework for making comparisons
between organizations. Clearly, using benchmarking reports a library can detect
its drawbacks and those libraries that have overcome those same drawbacks, and
therefore, libraries can learn a lot from each other.53

5. An administrator module. It allows the system administrator to configure the system to
develop the evaluation processes to the libraries. For example, the system administrator
can carry out some of the following activities:

• Adding libraries to ECABUD: The system administrator can add a new library to
evaluate in the system. To do so, he is required to introduce the values necessary
to compute the objective criteria evaluations for a particular library.

• Editing libraries: The administrator can edit and alter any objective criteria evalu-
ation of any library (e.g., when more accurate information about a library has been
obtained).

• Generating reports: The administrator can generate all kinds of reports for a given
library from a report generation module.

• Aggregation options: The administrator manages aggregation operators and their
parameters to compute the quality assessments.

• Linguistic representation options: The administrator manages the linguistic term
sets used to represent users’ judgments.

Figure 4. Radar plot of subjective criteria evaluations for the Library of Jaén University.
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3.2. Application of ECABUD

In this section, we present an example of application of ECABUD to evaluate
the quality of four Spanish academic digital libraries:

1. Library of Granada University
2. Library of Jaén University
3. Library of Córdoba University
4. Library of Málaga University

Actually, we have all data necessary to compute all objective criteria relative to
year 2005 and enough surveys processed for each library. Furthermore, the behavior
of the OWA operator is configurated as an arithmetic mean. Then, if we generate an
individual report for the library of Córdoba University at this moment, we obtain the
radar plot of every subjective criteria shown in Figure 4). In this particular example
plot, we can see that the subjective criteria q5 (added value information profits) has a
lower evaluation, that is, users of the library think that this particular criterion should
be improved. On the other hand, subjective criteria q11 (global satisfaction degree)
has a much better evaluation for this library (in fact, its evaluation is near to the
maximum one, which means that almost every user agrees on the good evaluation
of q11).

Figure 5. Objective, subjective, and global evaluations graph for library of Córdoba University.
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Figure 6. Objective (left) and subjective (right) criteria of the library of Granada University
compared with the average of all libraries.

Table I. Rankings of libraries.

Rank Objective Criteria Subjective Criteria Global

1st Library U. Granada (0.98) Library U. Granada (0.62) Library U. Granada (0.8)
2nd Library U. Córdoba (0.33) Library U. Córdoba (0.60) Library U. Córdoba (0.46)
3rd Library U. Jaén (0.31) Library U. Málaga (0.51) Library U. Málaga (0.40)
4th Library U. Málaga (0.29) Library U. Jaén (0.39) Library U. Jaén (0.35)

Figure 7. Comparison of objective criteria for all libraries.
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We can generate another plot that summarizes both objective, subjective, and
global evaluations for the library of Córdoba University (see Figure 5).

Finally, we generate two plots (one for the objective criteria and another for
the subjective criteria) that show a comparison of the Library of Granada University
with the average evaluations obtained by the rest of libraries, and thus, in such a
way, we identify easily the criteria in which the library is better or worse than the
average (see Figure 6). Horizontal lined areas represent the criteria in which the
library is better than the average, while vertical lined areas represent the criteria in
which it is worst than the average.

We can also generate a benchmarking report that allows us to compare between
all libraries. If we choose to compare all four libraries, we obtain the rankings shown
in Table I.

On the other hand, we can also generate a benchmarking report based on a plot
radar to more easily compare all libraries (see, e.g., Figure 7). In the figure we can
see that the Library of the University of Granada is the best one on almost every
objective criteria.

4. CONCLUSIONS

We have analyzed that the aggregation operators play a very important role in
the development of new technologies to access information on the Web. In particular,
they are important in some Web developments to mitigate the wicked effects of Web
spamming, crawling, and overload.

On the other hand, we have shown an application of soft aggregation operators
in digital libraries. We have implemented ECABUD, which is a Web information
system to evaluate the quality of the academic digital libraries that allows us to
carry out benchmarking processes by means of its reports based on graphic outputs.
ECABUD is based on objective and subjective criteria and uses a large number
of soft aggregation operators based on the OWA operator, which can be used to
aggregate numerical information and to aggregate linguistic information.

In the future, we shall research the impact of soft aggregation operators on
the development of Web technologies. These operators allow us to perform soft
information fusion attending to different aggregation behaviors or criteria that can
be fixed by a user or system designer. As it was shown in Ref. 25, they can be very
useful in the development of metasearch engines. We think that they could provide
positive synergies in other Web technologies as recommender systems.
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