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Abstract— In this contribution, the biological problem of
extracting promoters (composed of two nucleotide sequences,
TTGACA and TATAAT, separated by among 15 and 22 pairs
of bases) from E. coli DNA sequences is tackled. Classical
approaches for this problem, based on considering probabilistic
models of the promoter motifs, fail at performing accurate pre-
dictions due to the difficulty of properly integrating the modeled
sub-motifs because of the uncertainty existing in the distance
between them. However, our methodology solves this problem
by applying a multiobjective evolutionary algorithm to extract
the promoters, thus being able to discover promoters where the
sub-motifs are located at different distances. As we consider the
sub-motifs to be modeled by fuzzy logic tools, and evolutionary
algorithms are also used to tune these fuzzy models, the resulting
technique becomes a multiobjective evolutionary fuzzy system.
Some experiments to extract previously known and unknown
promoters from E. coli DNA sequences are reported to show its
good performance when compared to classical techniques. This
method is available for public use in http://gps-tools.wustl.edu.

I. INTRODUCTION

Advances in molecular biology and new computational
techniques are enabling us to systematically investigate the
complex molecular process underlying biological systems. The
continued development of large, sophisticated repositories of
knowledge and information has facilitated the accessibility to
vast amounts of biological data (e.g., cis-regulatory features,
metabolic pathways, regulatory networks). However, paradox-
ically, the usefulness of these databases is partially limited
by the inability to search them in terms that match the needs
and experience of their users. For example, researchers usually
get lost when trying to identify the distinguishing features
that describe their target systems in highly interconnected
databases. Moreover, available databases always provide in-
sights of previously described biological systems, but conceal
a mechanism to make inferences from stored knowledge into
new queries and to make predictions about them [1]. Due
to these reasons, there is an increasing interest on applying
knowledge discovery and intelligent data analysis techniques
to this area.

Soft computing [2], [3] is a problem solving methodology
of the latter kind that provides a computational framework
to address design, analysis and modeling problems in the
context of uncertain and imprecise information. Its constituents
fuzzy logic, neural networks, probabilistic computing and

evolutionary algorithms are considered as complementary and
synergistic partners rather than competing methodologies.

In particular, genetic fuzzy systems (GFSs) [4], [5] have
been showed as promising hybrid techniques in the realm of
soft computing, as they combine the ability of fuzzy logic
to deal with uncertainty and fuzziness, designing approximate
reasoning models, with the learning and adaptation capabilities
of evolutionary algorithms (EAs) [6]. More specifically, the
combination of multi-objective EAs [7], [8] and fuzzy systems
have obtained very good results [9].

In a previous work [10], [11], we made use of the latter
good properties of GFSs in order to solve a complex biological
problem: the discovering of promoters in prokaryotic DNA
sequences, more specifically for E. coli, where the promoters
are composed of two nucleotide sequences, TTGACA and
TATAAT, separated by among 15 and 22 pairs of bases. To do
so, our approach, called Generalized Analysis of Promoters
(GAP) and based on generalized clustering, considered the
use of fuzzy logic to model the two sub-motifs (sequences of
nucleotides) composing the promoter, as well as the distance
between them, all of which are characterized by their uncer-
tainty in nature. The main novelty of our methodology was the
use of a multiobjective EA as the tool to extract the existing
promoters in the set of DNA sequences, thus being able to
discover promoters where the two sub-motifs are located at
different distances, a difficult task for classical, probabilistic
techniques [12].

Although the designed GFS performed properly in the
problem solving, leading to a better performance than classical
techniques in the identification of true positive solutions, it also
reported however a higher amount of false positive results.
Multiple occurrences of promoters in the same regulatory
region of one gene can be found (e.g. different promoters can
be used for gene activation and repression, or can interact
with different regulatory factors from the same regulatory
pathway [13], [14]), and unless mutagenesis is performed,
each site has the chance to be the place chosen by the RNA
polymerase to bind the DNA. Although this approach agree
with the biological requirements performed by the experts,
computationally, it produces an uncompensated amount of
false positive results. To solve this problem, in this contribution
we extend our methodology by incorporating a new EA to



it with the aim of tuning the parameters of the sub-motif
and distance fuzzy models in order to increase the system
accuracy. Both the fuzzy model membership functions and,
specially, their membership thresholds are adjusted, with the
latter being the most important task as these thresholds will
finally determine which of the DNA sub-sequences matching
to some degree with the promoter fuzzy models are actually
considered to belong to the modeled sub-motif.

To do so, the paper is structured as follows. Section II briefly
introduces the problem tackled, describing the composition of
the promoters that are looked for, as well as the classical
approaches considered to extract them. Section III presents
the way in which the biological feature (the promoter) is
modeled using fuzzy logic by deriving the three fuzzy models
for the two sub-motifs and the distance existing between
them. Then, the multiobjective EA (based on Scatter Search
[15]) to extract the promoters from the DNA sequences using
the fuzzy models is introduced in Section IV. The genetic
tuning process to adjust the parameters of the sub-motif and
distance fuzzy models is then showed in Section V. The
experiments developed on E. coli sequences are reported in
Section VI, comparing the results obtained by our approach,
with and without evolutionary tuning, with those from classical
techniques. Finally, some concluding remarks and future works
are showed.

II. PROBLEM: DISCOVERING PROMOTERS IN DNA
SEQUENCES

Biological sequences, such as DNA or protein sequences,
are a good example of the type of complex objects that may
be described in terms of meaningful structural patterns. Avail-
ability of tools to discover these structures and to annotate
the sequences on the basis of those discoveries would greatly
improve the usefulness of these repositories that currently rely
on methods developed on the basis of computational efficiency
and representation accuracy rather than on terms of structural
and functional properties deemed to be important by molecular
biologists.

An interesting example of biological sequences are prokary-
otic promoters. Many compilations gathered these sequences
data and analyzed it [16], [17], [18], revealing the presence of
two well conserved sequences or sub-motifs separated by vari-
able distances and a less conserved sequence. The variability
of the distance between the sub-motifs and their own fuzziness,
in the sense that they present several mismatches, hinder the
existence of a clear model of prokaryotic core-promoters.

The most representative promoters in E. coli (i.e. � ��

subunits) are described by the following conserved patterns
(see Figure 1):

1) TTGACA: This pattern is an hexanucleotide conserved
sequence whose middle nucleotide is located approxi-
mately 35 pairs of bases upstream of the transcription
start site. The consensus sequence for this pattern is
TTGACA and it is often called -35 region. Different com-
pilations have different nucleotide distributions for this

pattern [18], [17]. For example, in [18] the following nu-
cleotide distribution is showed: T��T��G��A��C��A��,
where for instance the first T is the most seen nucleotide
in the first position of the pattern and is present in 69 %
of the cases. However, in [17] the nucleotide distribution
is T��T��G��A��C��A��.

2) TATAAT: This pattern is also an hexanucleotide con-
served sequence, whose middle nucleotide is located
approximately 10 pairs of bases upstream of the tran-
scription start site. The consensus sequence is TATAAT
and it is often called -10 region. Again, the nucleotide
distribution varies from compilation to compilation.
For instance, in [18] the following one is showed:
T��A��T��A��A��T��, while in [17] the nucleotide dis-
tribution is T��T��G��A��C��A��.

3) CAP Signal: In general, a pyrimidine (C or T) followed
by a purine (A or G) compose the CAP Signal. This
signal constitutes the transcription start site (TSS) of a
gene.

4) Distance(TTGACA, TATAAT): The distance between the
TTGACA and TATAAT consensus follows a data dis-
tribution approximately between 15 and 22 pairs of
bases. This distance is critical in holding the two sites
at the appropriate distance for the geometry of RNA
polymerase [16], [17].

Fig. 1. RNA polymerase binding sites

The identification of the former RNA polymerase or pro-
moters sites becomes crucial to detect gene activation or re-
pression, by the way in which such promoters interact with dif-
ferent regulatory proteins (e.g. overlapping suggest repression
and distances of approximately 40 base pairs suggest typical
activation). Moreover, combining the promoter sites with other
regulatory sites [19] can reveal different types of regulation,
harboring RNA polymerase alone, RNA polymerase recruiting
other regulatory protein, or cooperative regulations among
more than one regulator [20].

Different methods have been used to identify promoters
[21], [22], [23], [17], but several failed to perform accurate
predictions because of their lack of flexibility, by using crisp
instead of fuzzy models for the sub-motifs (e.g., TATAAT or
TTGACA [24]), or, even dealing with probabilistic models
for the two sub-motifs, restricting distances between them to
fixed values (e.g., 17 base pairs [12]). The vagueness of the
compound promoter motifs and the uncertainty of identifying
which of those predicted sites correspond to a functional



promoter can be completely solved only by performing muta-
genesis experiments [20].

Thus, more accurate and interpretable predictions would be
useful in order to reduce the experiment costs and ease the
researchers work. This constitutes the main goal of the current
work, and will be put into effect by a multiobjective GFS.

III. OUR PROMOTER FUZZY LOGIC-BASED DESCRIPTION

METHOD

As seen in the previous sections, to address the promoter
prediction problem we take advantage of the ability of repre-
senting imprecise and incomplete motifs, by considering the
fuzzy set-based representations flexibility and interpretability,
as well as of the ability of the multiobjective EA to properly
combine the two fuzzy model sub-motifs with the distance one
in order to be able to discover promoters located at different
distances (as we will see in the next section).

Our method represents each promoter, composed of the -10
and -35 regions and the distance that separates them (the CAP
signal is left aside due to its very short length, often leading to
a great number of false positives in the promoter extraction), as
three parametrized fuzzy models � �

���
�
�, and � 	

�, where �
represent an approximate model whose membership functions
are learned from data distributions [25], [26].

Hence, in order to solve our promoter prediction problem,
three different fuzzy models were developed. The first two of
them, those corresponding to the -10 and -35 sub-motifs, were
implemented by using their nucleotide consensus frequency as
discrete fuzzy sets [25]. This way, the fuzzy model associated
to the TTGACA pattern, � �

�, was formulated as:

��
� � ���������� � ��

����� � ��� � ��
����� (1)

where the discrete fuzzy set corresponding to each nucleotide
composing the sub-motif is obtained from the probability
distribution associated to it, i.e., from the probability of
appearance of each of the four letters in this position. The
intersection operator applied to compute the matching of the
sequence to the model is modeled by the ��	 t-norm [26].

T T G A C A
A 3 10 3 58 32 54
C 9 3 14 13 52 5
G 10 5 68 10 7 17
T 78 82 15 20 10 24

(a) TTGACA motif

T A T A A T
A 3 89 26 59 49 3
C 8 3 10 12 21 5
G 7 1 12 15 11 2
T 82 7 52 14 19 89

(b) TATAAT motif

TABLE I

MOTIF NUCLEOTIDE DISTRIBUTION FROM [17]

For example, taking into account the nucleotide distribution
showed in Table I, taken from [17], the discrete fuzzy set of
the first nucleotide of the sub-motif was defined as ��

����� �

������������������������	, and the other fuzzy sets
corresponding to positions 2-6 were calculated in a similar
way. Notice that the sum sign has not got any mathematical

meaning at all but stands for a notation of the different
elements belonging to the fuzzy set [25].

The second fuzzy model corresponding to the TATAAT
pattern, � �

�, was described as:

��
� � ������� ��� � ��

����� � ��� � ��
����� (2)

where the discrete fuzzy set associated to the first nucleotide
of the sub-motif was defined as ��

����� � 
�����������
�
����� � ������ as showed in Table IV, and the fuzzy sets
corresponding to the remaining positions were calculated in
the same way.

We decided to use this method to build fuzzy sets form
probability distributions since it is a very simple and economic
approach. There are other techniques for building fuzzy sets
from probability distributions [25], [26]. Some of them are
more complex but may achieve better results, hence they will
be studied further in future works.

The third fuzzy model, i.e., the distance between the two
previous patterns, was built as a fuzzy set, whose triangular
membership function � 	

� was also learned from the data
distributions observed in known promoters [17] (Figure 6(a)).

IV. GAP: A MULTIOBJECTIVE GENETIC FUZZY SYSTEM

FOR PROMOTER DISCOVERY

A. Basis of the GAP Approach

Our investigations are oriented toward the automated pro-
duction of qualitative descriptions of complex DNA objects
(e.g., transcription factor or RNA polymerize binding sites).
The term “qualitative” is meant to indicate that we intend to
identify substructures that match approximately –often mea-
sured by some numerical measure of degree of matching– an
instantiated version of an idealized model derived from expert
knowledge. The notion of “interesting feature” is formally
defined by means of a family of parametrized models � �
���� specified by domain experts [27] who are interested
in finding patterns such as epoch descriptors of individual or
multiple DNA sequences. These idealized versions of proto-
typical models are the basis for a characterization of clusters
as cohesive sets that is more general than their customary
interpretation as “subsets of close points”.

In addition, as a generalized clustering method, GAP con-
siders the quality of matching with each promoter model
(Q), as well as the size of the promoter extent, by means
of the distance between the two sub-motifs, as the multiple
objectives to be optimized. To do so, we used a Multi-
objective Scatter Search (MOSS) EA, which obtains a set of
multiple and optimal promoter descriptions for each promoter
region. Moreover, the former matching is also considered
by MOSS as a multimodal problem, since there is more
than one solution for each region. GAP, by using MOSS,
overcomes other methods used for DNA motif discovery, such
as Consensus/Patser based on position weight probabilistic
matrices (as we will see in Section VI), and provides the
desired trade-off between accurate and interpretable solutions,
which becomes particularly desirable for the end users.



The extension of the original Scatter Search (SS) EA [15]
uses the DNA regions where promoters should be detected as
inputs and finds all optimal relationships among promoter and
distance models. In order to extend the original SS algorithm
to a multiobjective environment, we need to introduce some
concepts [7], [8]:

Our multiobjective optimization problem is defined as:

�������� ��������� � � �� 
� � � � � �� ��
������� �� ����� � �� �� � �� 
� � � � � � �

����� � �� � � �� 
� � � � ���

�

	�

 � �
 � �


��

 � � � �� 
� � � � � 	�

����
���

where �� is a generalized clustering model, �� � corresponds
to the number of models and �� is the quality of matching
with the models M, which constitute the objectives to optimize,
� to the number of inequality constraints, � to the number of
equality constraints, and finally 	 is the number of decision
variables. The last set of constraints restricts each decision
variable �
 to take a value within a lower �


	�

 and an

upper �

��

 bound. Specifically, we consider the following

instantiations:
� �� � � �. We have three models: � �

� and � �
� are

the models for each of the sub-motifs, TTGACA and
TATAAT, respectively, and � 	

� corresponds to the dis-
tance between these two patterns (recall Equations 1 and
2, and Figure 6(a)).

� ��� � �. We have three objectives consisting of
maximizing the degree of matching of the DNA
regions to the fuzzy models (fuzzy membership):
������

�
��� ������

�
�� and �	����

	
��.

Therefore, the objective functions �� correspond to the
membership to the fuzzy models �� showed in Section
III.

� � � �. We have just one constraint ��: the distance
between models can not be less than � and � as showed
in Figure 6(a).

� � � �. No equality constraints needed.
� The models can not be located outside the sequence

searched, that is, it can not start at negative positions
or be greater than the length of the query sequence.

� The optimization procedure, to be presented in the re-
mainder of this section, keeps only valid solutions in each
generation.

Definition 1: A solution � is said to dominate a solution
� (� � �), if both following conditions are true: (1) � is
not worse than � in all objectives:  
��� �  
���, for all
� � �� 
� � � � �� ; (2) � is strictly better than � in at least one
objective:  ���� !  ����, for at least one � � ��� 
� � � � ���.
If � dominates �, it is also customary to write that � is non-
dominated by �.

B. The MOSS Algorithm

We modified the original SS EA to allow multiple-objective
solutions by adding the non-dominance criterion to the solu-
tion ranking [7]. Thus, non-dominated solutions were added

to the set in any order, but dominated solutions were only
added if no more non-dominated solutions could be found.
In addition to maintaining a good set of non-dominated
solutions, and to avoid one of the most common problems of
multiobjective algorithms such as multimodality [7], we also
kept track of the diversity of the available solutions through
all generations by using the same approach as the one used in
the original SS algorithm [15]. That is, whenever the subsets
of solutions is fully explored, new subsets are generated using
a Diversification Generation Method (see step 6 in Figure 2)
that incorporates individuals in the set taking into account the
distance between the solutions already in the set and the new
ones to be included. This diversity is achieved by using a
suitable distance metric (see Equation 5). Finally, the initial
populations were created randomly and unfeasible solutions
corresponding to out of distance ranges between the two sub-
motifs were checked at each generation. Figure 2 clearly
illustrates the MOSS algorithm proposed in GAP.

1: Start with � � �. Use the generation method to build a solution and the local
search method to improve it. If  �� � then add  to � , else, reject . Repeat until
� has the user specified size.

2: Create a reference set ������ with ��� non-dominated solutions of � and other
��� solutions of � more diverse from the previous ���. If there are not enough
non-dominated solutions to fill the ���, complete the set with dominated solutions.

3: ��������
�� � true
4: while Exists a Solution not yet explored (NewSolution = true) do
5: ��������
�� � false
6: Generate subsets of ������ with at least one non-dominated solution each.
7: Generate an empty subset � to store non-dominated solutions.
8: while there is a subset to examine do
9: Select a subset and mark it as examined.

10: Apply the combination operator to the solutions in the set.
11: Apply local search to each new solution  found after the combination process

as explained in Figure 4 and name it �.
12: if � is non-dominated by any  � � and � �� � then
13: Add � to � .
14: end if
15: end while
16: Add solutions � � � to � if there is no solution � � � that dominates �.
17: ��������
�� � true.
18: end while

Fig. 2. MOSS algorithm

C. Coding Scheme, Combination Operator and Local Search

We used a block representation to code each individual,
where each block corresponds to one of the promoter patterns
(i.e., TATAAT or TTGACA). Particularly, each block was rep-
resented by two integers, where the first number corresponds
to the starting point of the sub-motif, and the second one
represents the size of the pattern (see Figure 3).

Phenotype

TTGACA TATAAT
ACGTAGACCTGTCTTATTGAGCTTTCCGGCGAGAGTTCAATGGGACAGGTCCAG

� �
char � char 	�

Genotype

Gen 1 Gen 2
[(9,6)] [(36,6)]
�� � �������� �� � �������	 �� � ��						

Fig. 3. Example of the representation of an individual



The combination process was implemented as a one-point
crossover operator, where the point is always located between
both blocks. For example, given chromosomes with two blocks
A and B, and parents " � 
�#� and " � � 
�#�� the
corresponding offsprings would be $ � 
�#� and $ � �

�#�. The local search was implemented as a search for non-
dominated solutions in a certain neighborhood. The neighbor-
hood operator generates a new solution where a chromosome
block has been moved a specified number of nucleotides to
the left or to the right side. The selection process considers
that a new neighbor solution that dominates one of its parents
will replace it, but if it becomes dominated by its ancestors,
no modification is performed. Otherwise, if the new individual
is not dominated by the non-dominated population found so
far, it replaces its father only if it is located in a less crowded
region (see Figure 4). To do so, �%�&'��� is calculated by
counting the number of solutions in the neighborhood of �.

1: Randomly select which block � of the individual � will be adapted by local search.
2: Randomly select a number � in ���
���� ! ��
���� � and move � nucleotides

the block �. Notice that it can be moved upstream or downstream. The resulting block
will be noted by �� and the resulting individual will be called ��.

3: if �� meets the restrictions then
4: if �� dominates � then
5: Replace � with ��

6: end if
7: if �� does not dominate � and �� is not dominated by � and �� is not dominated

by any solution in the Non-Dominated set then
8: Replace � with �� if � ��"
��� # � ��"
��.
9: end if

10: end if

Fig. 4. Local search

V. A GENETIC TUNING PROCESS FOR ADJUSTING THE

PROMOTER FUZZY MODELS

As seen in Section III, the three fuzzy models built to
describe the promoters we want to identify in the DNA se-
quences have been directly derived from known, average data
from previously identified promoters in different sequences.
However, this did not ensure the best global performance in the
prediction process, as a large number of false positive results
(FPs) were obtained (see the results obtained in Section VI). A
possible solution to this problem could be to adjust the mem-
bership functions, and specially the membership thresholds
(a DNA sub-sequence will be considered to match the fuzzy
model � 


� when its membership value to the corresponding
fuzzy set is greater or equal than this threshold) of the three
fuzzy models to increase the prediction process accuracy,
minimizing the number of FPs without greatly reducing the
number of true positive solutions (TPs).

This way, the three membership functions of the three fuzzy
models (the TTGACA sub-motif, the TATAAT sub-motif and
the distance between them) are going to be adjusted, and a
membership threshold for each of them will be determined to
differentiate between TP and FP estimations.

To do so, a genetic tuning process (see [4], chapter 4) has
been developed to optimize the models fuzzy membership
function parameters and thresholds. Two different approaches

were taken into account: (1) optimizing the models in isolation
without the thresholds and, after a good solution is achieved,
adjusting the corresponding thresholds; and (2) simultaneously
optimizing both models and thresholds dynamically. The sec-
ond approach provided considerably better solutions than the
first and therefore the tuning algorithm was developed using
this idea.

The tuning algorithm is based on a memetic algorithm [28]
that evolves individuals composed of three different parts:

� The first sub-chromosome includes three floating
point numbers, representing the threshold for
each sub-motif (��%������, ��%������ , and
��%"
$�%���
������!������ �).

� The second part encodes the parameters of the discrete
membership functions associated to the two sub-motif
objects, corresponding to a matrix of probability for each
alphabet letter in each motif position as in Table I.

� Finally, the third part is for the triangular-shaped fuzzy
membership function of the model specifying the distance
between motifs, encoded by an array of three integer
numbers (�, � and �), as in Figure 6. Any distance below
� or above � has a zero membership degree, while the
full membership is attained at �.

The initial population consists of a random set of solutions
that keeps the main features of the original models from
[17] showed in Table I. This means that if, for instance, in
the TTGACA pattern the nucleotide T is more frequent than
nucleotide C in position 1, then the individuals of the initial
population also have the same relation. This happens for the
first two models, while the third part of the chromosome
is initialized always with the original distribution of [17] as
showed in Figure 6(a).

The algorithm works over an input promoter set $ com-
prised by different DNA sequences where several true and
false promoters have been identified in advance. The fitness
function considered by the genetic tuning process is showed
in Equation 3, where (��� is the set of the individuals in the
neighborhood of � that are not dominated by �. In this context,
a solution � dominates another solution � as explained in
Section IV. The neighborhood of an individual � is composed
of all solutions within a small distance from �. Distance
is calculated by Equation 5. In this implementation, all the
chromosomes with distance � 
 are considered to belong to
the same neighbor.

������� �
�
���

����������	�����
 ������
�� � ����� � � ��

������
(3)

����������	����
� � �

�
� �� � � � � � 
� ���������

(4)

����	����
 �� � �� � ���� �� � ��� (5)

where ����� is the start position of the first model (TTGACA)
in chromosome ��� and ����� is the start position of the
second model (TATAAT) in chromosome ���.



A classical, generational evolution scheme is considered,
with a binary tournament selection mechanism [6]. As re-
gards the genetic operators, crossover is applied to the first
(TTGACA), the second (TATAAT) or the third (distance) sub-
motifs on equal probability. For the first and the second ones,
a standard one-point crossover is used where the selected point
refers to a position in the pattern. In this particular case,
positions 2, 3, 4 or 5 of each motif could be chosen and
exchanged. On the other hand, for the distance motif, the
genotype of one of the two parents is randomly selected to
compose the offspring instead of using one-point crossover
due to the mutation operator action, as we will see later.

As in crossover, mutation is applied to each of the three
motifs on equal probability. Mutation of the first two sub-
motifs involves selecting a position from 1 to 6 of the hexamer
pattern, adding a random noise in ����� ��� to the chosen
probability value, and adjusting the remaining probabilities of
the other letters of the alphabet in the same position of the
motif to maintain a meaningful probability distribution. For
the distance sub-motif, one of the three integers of the tuple is
selected with equal probability and a random noise in ���� ��
is added, checking that a valid triangular membership function
is obtained. We should notice that this mutation process for
the distance motif produces very similar results as the ones
achieved with one-point crossover. This is why crossover is
simplified to reduce run times without degradation of the final
solutions quality.

Finally, a local search method is used only on the first part
of the chromosome, that encoding the thresholds of each sub-
motif fuzzy model. On equal probability, any of the three
threshold values can be chosen after crossover and mutation.
The neighborhood operator involves adding a small random
noise to the selected integer, and the process is iterated several
times till the resulting solution decreases its fitness value. The
best solution achieved in this process is then returned.

VI. EXPERIMENTS DEVELOPED AND ANALYSIS OF

RESULTS

The $ set of promoters used for both the GAP method
and the genetic tuning process is the one described in the
Harley & Reynolds compilation [17]. In this work, 272 known
promoter sequences from E. coli organism are reported along
with the exact positions of the submotifs described in Section
II. Besides, alternative promoters were identified in that work,
that is, it is possible to find two or more possible promoters in a
same sequence, as illustrated in Figure 5 for the 
'� gene. As
was previously stated, this is important for the experts to have
a broad view of the optimal binding sites as the most probable
hypothesis where to perform the experimental mutagenesis
process.

A total number of 79 alternative promoters are reported,
totalizing 351 promoter locations. The fitness function used in
both algorithms was calculated taking into account not only
the set $ but also penalizing any other good solutions found
near each of them.

Fig. 5. Different solutions for the ��� sequence

In order to compare the results obtained by the different
approaches considered for the promoter discovery on the pre-
vious set of DNA sequences, some classical statistic measures
are used. We calculate the number of true positives, false
positives, true negatives, false negatives, sensitivity, specificity
and accuracy (see Equations 6, 7 and 8). Moreover, we
compute two other statistic measures called positive predictive
value (PPV) and overall performance (OP) [29], showed in
Equations 9 and 10.

��	����)��� �
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The next three subsections are respectively devoted to
analyze the performance of the MOSS algorithm in the
multiobjective problem solving, the composition of the sub-
motif fuzzy models obtained after the tuning process, and the
performance of the GAP approach, when applied both over the
original and the tuned fuzzy models. The results obtained by
the classical Consensus/Patser method [30] will be considered
as a baseline for comparison purposes.

A. MOSS Performance

Although the main proposal of the current contribution is
not to analyze the quality of the Pareto-optimal solutions de-
rived by the MOSS algorithm, the core of the GAP technique
proposed in [10], [11], for the promoter discovery problem,
we will briefly show the behavior of this multiobjective
EA by comparing it to two well known and state-of-the-art
algorithms, SPEA2 [31] and NSGAII [32], using the � metric
described in [33]. This metric compares two sets of Pareto-
optimal solutions, . and . �, giving as result a number in
the interval [0,1] that gives the idea of the proportion of
solutions in the second population (. �) are dominated by the
first population (.). In Table II we can see that the MOSS
approach is the best one as regards this metric.

�
&!&�� MOSS SPEA2 NSGAII
MOSS - 0.08481 0.05089
SPEA2 0.00856 - 0.00700
NSGAII 0.02883 0.06358 -

TABLE II

MOSS METRICS



B. Genetic Tuning of the Sub-motif Fuzzy Models

The tuning process was run using the parameter values
showed in Table III(a). The adjusted parameters obtained for
the TTGACA and TATAAT fuzzy models in our experimen-
tation are showed in Table IV. A brief comparison with the
original models of Table I shows that for the TTGACA motif,
positions 3,4 and 6 (TTGACA) experimented a noticeable
change. For them, a higher probability is calculated for the
most frequent nucleotide in each position in contrast with the
original reports from [17]. The other positions of the motif
only suffered minor changes, small increments or decrements.
For the TATAAT motif, a not very high discrepancy is ob-
served, only minor changes appeared.

Parameter Value
Number of evaluations 100000
Crossover prob. 0.6
Mutation prob. 0.2
Local search prob. 1
Population size 50

(a) Parameter values for the ge-
netic tuning process

Parameter Value
Num. of evaluations 10000
Crossover prob. 0.6
Ref. set size 10
External Population 100

(b) Parameter values for the
MOSS

TABLE III

PARAMETER VALUES FOR ALGORITHMS RUN

T T G A C A
A 7 18 3 78 21 83
C 13 1 8 19 69 0
G 5 0 84 3 7 7
T 75 81 5 0 3 10

(a) TTGACA motif

T A T A A T
A 5 96 4 49 57 0
C 17 4 30 20 11 2
G 0 0 12 15 11 2
T 78 0 54 16 21 96

(b) TATAAT motif

TABLE IV

TUNED MOTIF NUCLEOTIDE DISTRIBUTION

On the other hand, membership threshold values of
0.280338, 0.477676 and 0.0797814 were obtained for the three
fuzzy models, respectively.

Finally, the membership function derived for the “distance”
fuzzy model is that showed on Figure 6(b). As can be seen,
the function is centered in 17 and is completely symmetrical.
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Fig. 6. Graphical representation of ��
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C. Experiments with the GAP Method: Tuned vs. Original
Fuzzy Models

As said, two set of experiments were performed, one with
the original models obtained from [17] and showed in Table
I and Figure 6(a), and another with the optimized models
learned by the proposed tuning algorithm showed in Table
IV and in Figure 6(b), along with the learned thresholds.

Both experiments were done using the same objective func-
tions described in Section IV and run 5 times with different
seeds for each input sequence. From now on, a promoter is said
to be found if it appears in, at least, one of the result sets. The
parameters used in the experiments are listed in Table III(b).

The results obtained by the GAP method using the tuned
models are showed in Table V, while those corresponding to
the original models are comprised in Table VI. Comparing
both tables, V and VI, we can see that, without any threshold
at all, the number of FPs is very high. Although the number
of TPs shows a small decrease in the tuned model, it clearly
improves the general accuracy by obtaining substantially better
PPV and OP values, from 0.46 and 0.44 to 0.72 and 0.74,
respectively.

Measure Value
TP 0.82
FP 0.32
TN 0.68
FN 0.18

Measure Value
Sensitivity 0.82
Specificity 0.68
Accuracy 0.75
Positive Predictive Value (PPV) 0.72
Overall Performance (OP) 0.74

TABLE V

RESULTS FOR THE GAP METHOD USING THE TUNED FUZZY MODELS

Measure Value
TP 0.85
FP 1.00
TN 0.00
FN 0.15

Measure Value
Sensitivity 0.85
Specificity 0.00
Accuracy 0.42
Positive Predictive Value (PPV) 0.46
Overall Performance (OP) 0.44

TABLE VI

RESULTS FOR THE GAP METHOD USING THE ORIGINAL FUZZY MODELS

On the other hand, as regards the considered baseline, our
method with or without tuning overcomes Consensus/Patser by
detecting the 84.33% and 85.47% respectively of the available
promoters, while this method, based on weight matrices, only
identifies the 74%. More detailed statistics are showed in Table
VII where we can observe that, although the total percentage
of discovered promoters using the GAP method with the tuned
models decrease in approximately 1% comparing to the GAP
method without the tuned models, it is compensated by the
great reduction of FPs.

Original Alternative %originals %alternatives Total %total
MOSS wo. tuning 246 54 90.44% 68.35% 300 85.47%
MOSS with tuning 244 52 89.71% 65.82% 296 84.33%

TABLE VII

MOSS VS. CONSENSUS/PATSER RESULTS FOR ALL SEQUENCES



VII. CONCLUDING REMARKS

GFSs —solving multivariable, multiobjective, optimization
problems— provide effective tools to identify interesting
features that help to understand complex objects such as
DNA sequences. Our proposed promoter recognition method,
which was tested by predicting E.coli promoters, combines the
advantages of feature representation based on fuzzy sets and
the searching abilities of multiobjective EAs to obtain accurate
as well as interpretable solutions. Particularly, these kinds
of solutions, by detecting multiple occurrences of promoters,
shed light on different putative transcription start sites. This
provides a complete description of diverse regulatory possibil-
ities that can occur in the genome intergenic regions, allowing
to predict distinct regulatory activities, harboring activation or
repression. The present approach can be extended to identify
other DNA motifs, which are also connected by distinct dis-
tances, such as binding sites of transcriptional regulators (e.g.,
direct or inverted repeats). Therefore, by combining multiple
and heterogeneous DNA motifs (e.g., promoters, binding sites,
etc.), we can obtain different descriptions of the cis-acting re-
gions and, thus, different regulatory environments. The present
implementation of our method is available for academic use
in the GPS-TOOLS web site (http://gps-tools.wustl.edu).
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