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Abstract

Information Retrieval Systems (IRSs) based
on an ordinal fuzzy linguistic approach
present some problems of loss of precision and
information when working with discrete lin-
guistic expression domains or when applying
approximation operations in the symbolic ag-
gregation methods.

In this paper, we present an IRS based on a 2-
tuple fuzzy linguistic approach which allows
us to overcome the problems of ordinal fuzzy
linguistic IRSs and improve the performance.

KeyWords: Information Retrieval, Fuzzy
Linguistic Modelling.

1 Introduction

Information Retrieval involves the development of
computer systems for the storage and retrieval of (pre-
dominantly) textual information (documents). The
use of linguistic variables [15] to represent the input
and output information in the retrieval process of In-
formation Retrieval Systems (IRSs) considerably im-
proves the IRS-user interaction. In the literature we
can find different models of linguistic IRSs based on a
fuzzy linguistic approach [1, 2, 3, 6, 7, 8, 9].

Linguistic IRS Models proposed in [3, 6, 7, 8] are based
on an ordinal fuzzy linguistic approach [4], and they
are affected by the two characteristic problems of or-
dinal fuzzy linguistic modelling [5]:

• The loss of precision: The ordinal fuzzy linguistic
approach works with discrete linguistic domains
∗This research has been supported by CICYT under

project TIC2003-07977

and this implies limitations in the representation
of the information, e.g. to represent the relevance
degrees.

• The loss of information: The aggregation opera-
tors of ordinal linguistic information use approxi-
mation operations in their definitions (e.g. round-
ing operation), and these cause loss of informa-
tion.

The main aim of the paper is to present a model of
a linguistic IRS based on a 2-tuple fuzzy linguistic
approach [5]. The 2-tuple fuzzy linguistic modelling
solves the problems of ordinal one, and therefore, al-
lows us to improve the performance of ordinal fuzzy
linguistic IRSs.

This contribution is set out as follows. The 2-tuple
fuzzy linguistic approach is presented in Section 2.
The new model of linguistic IRS is defined in Section
3. Finally, Section 4 includes our conclusions.

2 The 2-tuple fuzzy linguistic
approach

The 2-tuple fuzzy linguistic approach is a special kind
of fuzzy linguistic approach that was introduced in [5]
to overcome the problems of the ordinal one [7].

Let S = {s0, ..., sT } be a linguistic term set with odd
cardinality (T +1 is the cardinality of S and usually is
equal to 7 or 91), where the mid term represents an
assessment of approximately 0.5 and with the rest of
the terms being placed symmetrically around it.

Definition 1. [5] Let β be the result of an aggregation
of the indexes of a set of labels assessed in S, i.e., the
result of a symbolic aggregation operation, β ∈ [0, T ]
and β /∈ {0, ..., T },. Let i = round(β) and α = β−i be

1Several studies have demonstrated that people can not
handle more than 7+/-2 levels of quantification [11].

XII CONGRESO ESPAÑOL SOBRE TECNOLOGÍAS Y LÓGICA FUZZY 509



two values, such that, i ∈ {0, ..., T } and α ∈ [−.5, .5)
then α is called a Symbolic Translation.

The 2-tuple fuzzy linguistic approach is developed
from the concept of symbolic translation by repre-
senting the linguistic information equivalent to β by
means of 2-tuples (si, αi), si ∈ S and αi ∈ [−.5, .5).
This model defines a set of transformation functions
between numeric values and 2-tuples.

Definition 2. [5] Let S be a linguistic term set and
β ∈ [0, T ], then the 2-tuple that expresses the equiv-
alent information to β is obtained with the following
function: ∆ : [0, T ] −→ S × [−0.5, 0.5),

∆(β) = (si, α), with

{
si i = round(β)

α = β − i α ∈ [−.5, .5)

For all ∆ there exists ∆−1, defined as ∆−1(si, α) =
i + α. Obviously, the conversion of a linguistic term
into a linguistic 2-tuple consists of adding a symbolic
translation value of 0: si ∈ S =⇒ (si, 0).

The 2-tuple linguistic computational model operates
with the 2-tuples without loss of information and is
based on the following operations [5]:

1. Negation operator of 2-tuples:

Neg((si, α)) = ∆(T − (∆−1(si, α))).

2. Comparison of 2-tuples: The comparison of
linguistic 2-tuples is carried out according to an ordi-
nary lexicographic order. Let (sk, α1) and (sl, α2) be
two 2-tuples, with each one representing a counting of
information:

• If k < l then (sk, α1) is smaller than (sl, α2)

• If k = l then

1. if α1 = α2 then (sk, α1) and (sl, α2) represent
the same information,

2. if α1 < α2 then (sk, α1) is smaller than (sl, α2),

3. if α1 > α2 then (sk, α1) is bigger than (sl, α2).

3. Aggregation of 2-tuples: Using ∆ and ∆−1
any numerical aggregation operator can be easily ex-
tended for dealing with linguistic 2-tuples.

Definition 3. [14] Let A = {a1, . . . , am}, ak ∈ [0, 1]
be a set of assessments to be aggregated, then the Or-
dered Weighted Averaging (OWA) operator, φ, is de-
fined as

φ(a1, . . . , am) = W ·BT

where W = [w1, . . . , wm], is a weighting vector, such
that wi ∈ [0, 1] and Σiwi = 1; and B = [b1, . . . , bm]
is a vector associated to A, such that, B = σ(A) =

{aσ(1), . . . , aσ(m)}, where aσ(j) ≤ aσ(i) ∀ i ≤ j, with σ
being a permutation over the set of labels A.

A 2-tuple linguistic definition of φ would be as follows:

Definition 4. Let A = {(a1, α1), . . . , (am, αm)} be
a set of assessments in the 2-tuple linguistic domain,
then the 2-tuple linguistic OWA operator, φ2t is de-
fined as:

φ2t((a1, α1), . . . , (am, αm)) = ∆(W ·BT )

B = σ(A) = {∆−1(a1, α1))σ(1), . . . , (∆−1(am, αm))σ(m)}.

3 A 2-tuple fuzzy linguistic IRS model

In this Section, we present a fuzzy linguistic IRS model
based on a 2-tuple fuzzy linguistic approach which
overcomes the problems of loss of precision and in-
formation of the ordinal fuzzy linguistic IRS models.
The main properties of this model linguistic IRS model
are: i)users can express their information needs by
means of multi-weighted linguistic Boolean queries us-
ing different semantics, even, simultaneously, and ii)
the Boolean connectives are modelled in a flexible way
by means of soft computing operator, 2-tuple linguistic
OWA operator.

3.1 Multi-weighted linguistic Boolean queries

We consider a set of documents D= {d1, . . . , dm} rep-
resented by means of index terms T= {t1, . . . , tl},
which describe the subject content of the documents.
A numeric indexing function F : DxT → [0, 1] is de-
fined, called index term weighting. F maps a given
document dj and a given index term ti to a numeric
weight between 0 and 1. Thus, F (dj , ti) is a numerical
weight that represents the degree of significance of ti
in dj . F (dj , ti) = 0 implies that the document dj is not
at all about the concept(s) represented by the index
term ti and F (dj , ti) = 1 implies that the document
dj is perfectly represented by the concept(s) indicated
by ti.

To retrieve documents from D users can use multi-
weighted linguistic Boolean queries as in [6, 7, 8]. With
such queries a information need is expressed as a com-
bination of the index terms which are connected by the
logical operators AND (∧), OR (∨), and NOT (¬) and
can be weighted with three ordinal linguistic values 2

taken from a label set S associated to three different
semantics as in [7]: symmetrical threshold semantics,
relative importance semantics, quantitative semantics.

2The weights are defined as ordinal values but they are
transformed to 2-tuple values, adding a symbolic transla-
tion value of 0, in order to process the query.
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As in [2] we use the linguistic variable Importance
to express the linguistic weights, but defining it
with an ordinal fuzzy linguistic approach [7]. Thus,
we consider a set of labels S to express the query
weights. Then, we define a multi-weighted linguis-
tic Boolean query as any legitimate Boolean expres-
sion whose atomic components (atoms) are quadruples
< ti, c

1
i , c

2
i , c

3
i > belonging to the set, TxS3; ti ∈ T,

and c1
i , c2

i , c3
i are ordinal values of the linguistic vari-

able Importance, modelling the symmetrical threshold
semantics, the quantitative semantics, and the impor-
tance semantics, respectively. Accordingly, the set Q
of the legitimate queries is defined by the following
syntactic rules:

1. ∀q =< ti, c
1
i , c

2
i , c

3
i >∈ TxS3 → q ∈ Q.

2. ∀q, p ∈ Q → q ∧ p ∈ Q.

3. ∀q, p ∈ Q → q ∨ p ∈ Q.

4. ∀q ∈ Q → ¬(q) ∈ Q.

5. All legitimate queries q ∈ Q are only those ob-
tained by applying rules 1-4, inclusive.

3.2 Evaluating multi-weighted linguistic
Boolean queries

The evaluation of a multi-weighted linguistic Boolean
query is carried out by means of a constructive bottom-
up process based on the criterion of separability [12]
and at the same time as supporting all the semantics
of query weights considered. The evaluation of a query
is developed in the five subsequent steps:

1.- Preprocessing of the query.

The user query is preprocessed to put it into either
conjunctive normal form (CNF) or disjunctive normal
form (DNF), in such a way that every Boolean subex-
pression must have more than two atoms. Weighted
single-term queries are kept in their original forms.

2.- Evaluation of atoms with respect to the symmetrical
threshold semantics.

According to a symmetrical threshold semantics, a
user may search for documents with a minimally ac-
ceptable presence of one term in their representations,
or documents with a maximally acceptable presence
of one term in their representations [7, 6]. Given a
request < ti, c

1
i , c

2
i , c

3
i >, this means that the query

weights that imply the presence of a term in a doc-
ument c1

i ≥ sT /2 (e.g. High, Very High) must be
treated differently to the query weights that imply
the absence of one term in a document c1

i < sT /2

(e.g. Low, Very Low). Then, if c1
i ≥ sT /2, the re-

quest < ti, c
1
i , c

2
i , c

3
i > is synonymous with the request

< ti, at least c1
i , c

2
i , c

3
i >, which expresses the fact that

the desired documents are those having F values as
high as possible; and if c1

i < sT /2, the former request is
synonymous with the request < ti, at most c1

i , c
2
i , c

3
i >,

which expresses the fact that the desired documents
are those having F values as low as possible. This
interpretation is defined by means of a parameter-
ized 2-tuple linguistic matching function g1 : D× T
×(S × [−.5, .5)) → (S × [−.5, .5)). Given an atom
< ti, c

1
i , c

2
i , c

3
i > and a document dj ∈ D, g1 obtains

the linguistic RSV of dj , called RSV i,1
j , by measuring

how well the index term weight F (dj , ti) satisfies the
request expressed by the linguistic weight c1

i according
to the following expression:

RSV i,1
j = g1(dj , ti, (c1

i , 0)) =





∆(0) if (sb, 0) ≥ (sT /2, 0) and (sa, 0) = (s0, 0)
∆(i1) if (sb, 0) ≥ (sT /2, 0) and (s0, 0) < (sa, 0) < (sb, 0)
∆(i2) if (sb, 0) ≥ (sT /2, 0) and (sb, 0) ≤ (sa, 0) < (sT , 0)
∆(T ) if (sb, 0) ≥ (sT /2, 0) and (sa, 0) = (sT , 0)
∆(T ) if (sb, 0) < (sT /2, 0) and (sa, 0) = (s0, 0)
Neg(∆(i1)) if (sb, 0) < (sT /2, 0) and (s0, 0) < (sa, 0) ≤ (sb, 0)
Neg(∆(i2)) if (sb, 0) < (sT /2, 0) and (sb, 0) < (sa, 0) < (sT , 0)
∆(0) if (sb, 0) < (sT /2, 0) and (sa, 0) = (sT , 0)

such that

i1 = Max{0, (b− (b−a)
K )}

i2 = Min{T , (b + (a−b)
K )} K ∈ {1, 2, 3, ..., b}.

such that, (i) sb = c1
i ; (ii) sa is the linguistic index

term weight obtained as sa = Label(F (dj , ti)), being
Label : [0, 1] → S a function that assigns a label in S
to a numeric value r ∈ [0, 1] according to the following
expression:

Label(r) = Supq{sq ∈ S : µsq (r) = Supv{µsv (r)}}.

3.- Evaluation of atoms with respect to the quantitative
semantics.

In this step, documents go on being evaluated with
regard to their relevance to individual atoms of the
query, but considering the restrictions imposed by the
quantitative semantics.

The linguistic quantitative weights are interpreted as
follows [7]: when a user establishes a certain number of
documents for a term in the query, expressed by a lin-
guistic quantitative weight, then the set of documents
to be retrieved must have the minimum number of
documents that satisfies the compatibility or member-
ship function associated with the meaning of the label
used as linguistic quantitative weight. Furthermore,
these documents must be those that better satisfy the
threshold restrictions imposed on the term.

Therefore, given an atom < ti, c
1
i , c

2
i , c

3
i > and assum-

ing that RSV i,1
j ∈ (S×[−.5, .5)) represents the evalua-

tion according to the symmetrical threshold semantics

XII CONGRESO ESPAÑOL SOBRE TECNOLOGÍAS Y LÓGICA FUZZY 511



for dj , we model the interpretation of a quantitative se-
mantics by means of a 2-tuple linguistic matching func-
tion, called g2, which is defined between the RSV i,1

j

and the linguistic quantitative weight c2
i ∈ S. Then,

the evaluation of the atom < ti, c
1
i , c

2
i , c

3
i > with re-

spect to the quantitative semantics associated with c2
i

for a document dj , called RSV i,1,2
j ∈ (S× [−.5, .5)), is

obtained by means of the linguistic matching function
g2 : D× (S× [−.5, .5))×S → (S× [−.5, .5)) as follows
RSV i,1,2

j =

g2(RSV i,1
j , c2

i , dj) =
{

(s0, 0) if dj /∈ BS
RSV i,1

j if dj ∈ BS where

BS is the set of documents such that BS ⊆ Supp(M)
where M = {(d1, RSV i,1

1 ), . . . , (dm, RSV i,1
m )}, is a

fuzzy subset of documents obtained according to the
following algorithm:

1. K = #Supp(M)

2. REPEAT

MK = {sq ∈ S : µsq (K/m) =
Supv{µsv

(K/m)}}.
sK = Supq{sq ∈ MK}.
K = K − 1.

3. UNTIL ((c2
i ∈ MK+1) OR (c2

i ≥ sK+1)).

4. BS = {dσ(1), . . . , dσ(K+1)}, such that RSV i,1
σ(h) ≤

RSV i,1
σ(l),∀l ≤ h.

According to g2, the application of the quantitative se-
mantics consists of reducing the number of documents
to be considered in the evaluation of ti in the later
steps.

4.- Evaluation of subexpressions and modelling of the
relative importance semantics

We consider that the relative importance semantics in
a single-term query has no meaning. Then, in this step
we have to evaluate the relevance of documents with
respect to the subexpressions of queries composed of
two atomic components..

Given a subexpression qv with I ≥ 2 atoms, we
know that each document dj presents a partial
RSV i,1,2

j ∈ (S × [−.5, .5)) with respect to each atom
< ti, c

1
i , c

2
i , c

3
i > of qv. Then, the evaluation of the

relevance of a document dj with respect to the whole
subexpression qv implies the aggregation of the partial
relevance degrees {RSV i,1,2

j , i = 1, . . . , I} weighted
by means of the respective relative importance degrees
{c3

i ∈ S, i = 1, . . . , I}.
In each subexpression qv we find that the atoms can
be combined using the AND or OR Boolean connec-
tives, depending on the normal form of the user query.

The restrictions imposed by the relative importance
weights must be applied in the aggregation operators
used to model both connectives. These aggregation
operators should guarantee that the more important
the query terms, the more influential they are in the
determination of the RSVs. To do so, these aggre-
gation operators must carry out two activities [4]: i)
the transformation of the weighted information under
the importance degrees by means of a transformation
function h; and ii) the aggregation of the transformed
weighted information by means of an aggregation op-
erator of non-weighted information f . As it is known,
the choice of h depends upon f . In [13], Yager dis-
cussed the effect of the importance degrees on the
MAX (used to model the connective OR) and MIN
(used to model the connective AND) types of aggrega-
tion and suggested a class of functions for importance
transformation in both types of aggregation. For the
MIN aggregation, he suggested a family of t-conorms
acting on the weighted information and the negation
of the importance degree, which presents the non-
increasing monotonic property in these importance de-
grees. For the MAX aggregation, he suggested a fam-
ily of t-norms acting on weighted information and the
importance degree, which presents the non-decreasing
monotonic property in these importance degrees. Sim-
ilarity, in [10], Lee analizes the behavioral aspects of
the fuzzy operators and address important issues to
affect retrieval effectiveness.

Following the ideas shown above, we use the extended
definition of OWA operators φ1

2t (with orness(W)≤
0.5) and φ2

2t (with orness(W)> 0.5) to model the AND
and OR connectives, respectively. 3 Hence, when
h = φ1

2t, then f = max(Neg(weight), value), and
when h = φ2, then f = min(weight, value).

Then, given a document dj , we evaluate its relevance
with respect to a subexpression qv, called RSV v

j ∈
(S × [−.5, .5)) as follows:

1. if qv is a conjunctive subexpression then
RSV v

j = φ1
2t(max(Neg(c3

1, 0), RSV 1,1,2
j ), . . . ,

max(Neg(c3
I , 0), RSV I,1,2

j )), and

2. if qv is a disjunctive subexpression then
RSV v

j = φ2
2t(min((c3

1, 0), RSV 1,1,2
j ), . . . ,

min((c3
I , 0), RSV I,1,2

j )).

5.- Evaluation of the whole query.

In this step, the final evaluation of each document is
achieved by combining their evaluations with respect

3In order to classify OWA operators in regards to their
location between ‘”and” and “or” Yager [14] introduced a
orness measure, associated with any vector W as follow:
orness(W ) = 1

(m−1)

∑m
i=1(m− i)wi
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to all the subexpressions using, again, the extended
definition of OWA operators φ1

t2 and φ2
t2 to model the

AND and OR connectives, respectively.

Then, given a document dj , we evaluate its relevance
with respect to a query q as RSVj ∈ (S × [−.5, 5))
where RSVj = φ1

2T (RSV 1
j , . . . , RSV V

j ) if q is in CNF,
and RSVj = φ2

2T (RSV 1
j , . . . , RSV V

j ) if q is in DNF,
with V standing for the number of subexpressions in
q.

Remark 1: On the NOT Operator. We should note
that, if a query is in CNF or DNF form, we have to
define the negation operator only at the level of single
atoms. This simplifies the definition of the NOT oper-
ator. As was done in [7], the evaluation of document
dj for a negated weighted atom < ¬(ti), c1

i , c
2
i , c

3
i > is

obtained from the negation of the index term weight
F (ti, dj). This means to calculate g1 from the linguis-
tic value Label(1− F (ti, dj)).

3.3 Example of Application

In this subsection, we present an example of perfor-
mance of the proposed IRS let us suppose a small
database containing a set of seven documents D =
{d1, . . . , d7}, represented by means of a set of 10 index
terms T = {t1, . . . , t10}. Documents are indexed by
means of an indexing function F , which assigns the
following weights to each of them:

d1 = 0.7/t5 + 0.4/t6 + 1/t7

d2 = 1/t4 + 0.6/t5 + 0.8/t6 + 0.9/t7

d3 = 0.5/t2 + 1/t3 + 0.8/t4

d4 = 0.9/t4 + 0.5/t6 + 1/t7

d5 = 0.7/t3 + 1/t4 + 0.4/t5 + 0.8/t9 + 0.6/t10

d6 = 1/t5 + 0.99/t6 + 0.8/t7

d7 = 0.8/t5 + 0.02/t6 + 0.8/t7 + 0.9/t8.

In the same way, let us suppose the following label set
to express the values of the linguistic variable Impor-
tance.

S = {N = (0, 0, 0, 0), EL = (0.01, 0.02, 0.01, 0.05),

V L = (0.1, 0.18, 0.06, 0.05), L = (0.22, 0.36, 0.05, 0.06),

M = (0.41, 0.58, 0.09, 0.07), H = (0.63, 0.80, 0.05, 0.06),

V H = (0.78, 0.92, 0.06, 0.05), EH = (0.98, 0.99, 0.05, 0.01)

, T = (1, 1, 0, 0)}.
Finally, consider that a user formulates the follow-
ing query q = ((t5, V H, V L, V H) ∧ (t6, L, L, V L)) ∨
(t7, H, L, H). Its evaluation is as follows:

1.- Preprocessing of the query.

The query q is in DNF, but it presents one subexpres-
sion with only one atom. Therefore, q must be prepro-
cessed and transformed into normal form with every

subexpression having more than two atoms. Then, q
is transformed into the following equivalent query q =
((t5, V H, V L, V H) ∨ (t7,H, L,H)) ∧ ((t6, L, L, V L) ∨
(t7, H, L, H)), which is expressed in CNF.

2.- Evaluation of atoms with respect to the symmetrical
threshold semantics.

In this step we obtain the documents represented in a
linguistic form using the translation function Label:

d1 = H/t5 + M/t6 + T/t7

d2 = T/t4 + M/t5 + H/t6 + V H/t7

d3 = M/t2 + T/t3 + H/t4

d4 = V H/t4 + M/t6 + T/t7

d5 = H/t3 + T/t4 + M/t5 + H/t9 + M/t10

d6 = T/t5 + EH/t6 + H/t7

d7 = H/t5 + EL/t6 + H/t7 + V H/t8.

Let us set the sensitivity parameter K = 2 which gives
a large importance to the closeness between linguistic
values in g1. Then, the evaluations of atoms according
to the symmetric threshold semantics modelled by g1

are:
{RSV 5,1

1 = (V H,−.5), RSV 5,1
2 = (H, 0), RSV 5,1

5 = (H, 0)

, RSV 5,1
6 = (T, 0), RSV 5,1

7 = (V H,−.5)}
{RSV 6,1

1 = (H,−.5), RSV 6,1
2 = (M, 0), RSV 6,1

4 = (H,−.5)

, RSV 6,1
6 = (L, 0), RSV 6,1

7 = (V H, 0)}
{RSV 7,1

1 = (T, 0), RSV 7,1
2 = (V H,−.5), RSV 7,1

4 = (T, 0)

, RSV 7,1
6 = (H, 0), RSV 7,1

7 = (H, 0)}

3.- Evaluation of atoms with respect to the quantitative
semantics.

The evaluation of the atoms of the query according to
the quantitative semantics modeled by g2 are:
{RSV 5,1,2

6 = (T, 0)}
{RSV 6,1,2

7 = (V H, 0), RSV 6,1,2
1 = (H,−.5)}

{RSV 7,1,2
1 = (T, 0), RSV 7,1,2

4 = (T, 0)}
We should note that the quantitative semantics de-
creases the number of documents associated to be con-
sidered in each query term.

4.- Evaluation of subexpressions and modelling the rela-
tive importance semantics.

The query q′ has two subexpressions and each of
them presents two atoms, q′1 = (t5, V H, V L, V H) ∨
(t7, H, L, H) and q′2 = (t6, L, L, V L) ∨ (t7,H, L, H).
Each subexpression is in disjunctive form, and thus we
must use an OWA operator φ2

2t with orness(W ) > 0.5
(for example, with (W = [0.8, 0.2])).

{RSV 1
1 = (M, 0), RSV 1

4 = (M, 0), RSV 1
6 = (H,−.2)}

{RSV 2
1 = (M, .4), RSV 2

4 = (M, 0), RSV 2
7 = (V L,−.4).}
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5.- Evaluation of the whole query.

We obtain the document evaluation with respect to
the whole query using an OWA operator φ1

2t with
orness(W ) < 0.5 (e.g. with (W = [0.4, 0.6])).

RSV1 = (M, .16) RSV4 = (M, 0)

RSV6 = (V L,−.38) RSV7 = (EL,−.36).

We should point out that in an ordinal context we
could not distinguish the best document, however, in
our linguistic IRS based on 2-tuple linguistic represen-
tation model this is possible, the best document is d1.

4 Conclusions

In this paper, we have presented a linguistic IRS based
on a 2-tuple fuzzy linguistic approach. Such a linguis-
tic approach allows to avoid problems of loss of pre-
cision and information in the IRS results, and conse-
quently improves its performance . This improvement
is reflected in the fact that the evaluation of the docu-
ments is not only a label, but also it has associate the
value of the translation from the original result to the
closest index label in the linguistic term set.

Besides, we are conscious that the proposed model is
complex to be used by the user. It is just a theoret-
ical model. In future works, a graphic user interface
allowing the user to utilize this model easily will be
developed.
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