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Abstract

Nowadays, Linguistic Modeling (LM) is con-
sidered to be one of the most important ar-
eas of application for Fuzzy Logic. It is ac-
complished by descriptive Fuzzy Rule-Based
Systems (FRBSs), whose most interesting
feature is the interpolative reasoning they
develop. This characteristic plays a key role
in the high performance of FRBSs and is a
consequence of the cooperation among the
fuzzy rules involved in the FRBS.

A large quantity of automatic techniques has
been proposed to generate these fuzzy rules
from numerical data. One of the most in-
teresting families of techniques, due to its
simplicity and quickness, is the ad hoc data-
driven methods. However, its main draw-
back is the cooperation among the rules
which is not suitably considered.

With the aim of facing up this drawback,
which makes the obtained models not to
be as accurate as desired, a new approach
to improve the performance obtaining more
cooperative rules is introduced in this pa-
per. Following this approach, a concrete LM
method based on one of the most known
and widely used ad hoc data-driven meth-
ods, the Wang and Mendel’s method, is also
presented. Its operation mode is composed
of two stages: generation of the candidate
rule set and combinatorial search of the rule
set with best cooperation. Its behavior in
the solving of two different applications will
also be shown.
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1 Introduction

At present, one of the most important areas for
the application of Fuzzy Set Theory as developed
by Zadeh in 1965 [17] are Fuzzy Rule-Based Sys-
tems (FRBSs). These kinds of systems constitute
an extension of classical Rule-Based Systems, be-
cause they deal with fuzzy rules instead of clas-
sical logic rules. Thanks to this, they have been
successfully applied to a wide range of problems
from different areas presenting uncertainty and
vagueness in different ways [1, 6, 10, 16]. One of
the most important applications of FRBSs is sys-
tem modeling [1, 10], which in this field may be
considered as an approach used to model a sys-
tem making use of a descriptive language based
on Fuzzy Logic with fuzzy predicates [11]. In
this framework, one of the most important ar-
eas is Linguistic Modeling (LM), where the in-
terpretability of the obtained model is the main
requirement.

A typical FRBS is composed of two main compo-
nents: the Knowledge Base (KB) and the Infer-
ence System. The KB —composed of Data Base
(DB) and Rule Base (RB)— stores the available
knowledge about the problem in the form of lin-
guistic “IF-THEN” rules. The Inference System
puts into effect the inference process on the sys-
tem inputs making use of the information stored
in the KB.

Several tasks have to be performed in order to
design an FRBS for a concrete application. One
of the most important and difficult ones is to ob-
tain an appropriate KB about the problem being
solved. The difficulty presented by the human
experts to express their knowledge in the form



of fuzzy rules has made researchers develop auto-
matic techniques for performing this task.

In this sense, a large quantity of methods has been
proposed for automatically generating fuzzy rules
from numerical data. Usually they make use of
complex rule generation mechanisms such as neu-
ral networks [7, 8], genetic algorithms [3, 4, 12],
fuzzy clustering [2, 15], etc. Opposite to them,
a family of efficient and simple methods, called
“Ad Hoc Data-Driven Methods”, has been pro-
posed in the literature [1, 9, 14]. Under this name,
those methods are collected which are based on
processes where the learning of the fuzzy rules is
guided by covering criteria of the data in the ex-
ample set. The way to address this process can
not be included in any well-known optimization
or searching technique but it is specifically devel-
oped for this purpose. They are characterized by
being methods based on a short time-consuming
iterative procedure.

The advantages of the ad hoc data-driven meth-
ods are clear. On the one hand, their simplicity
makes them be easily understandable and imple-
mentable. On the other hand, and thanks to its
quickness, they are very suitable to be used as a
first stage of the modeling process to obtain a pre-
liminary fuzzy model, which can be subsequently
refined by other methods.

One of the most known and widely used ad hoc
data-driven methods is the Wang and Mendel’s
method (WM-method) [14]. Although its high
performance has been clearly demonstrated, it
has a problem related to the way of selecting the
rules: the method looks for the rules with the best
individual performance. This sometimes causes
KBs with a low degree of accuracy to be obtained
that, due to the interpolative reasoning developed
by FRBSs, make the results not to be as accurate
as desired.

In order to face up this problem, we propose a
modification of the WM-method to improve the
rule cooperation and thus the accuracy of the ob-
tained models. Basically, our proposal involves
performing a search in the set of candidate rules
to find the combination of them that obtain the
best accuracy jointly, even though the rules are
not individually the best in their fuzzy input sub-
spaces.

To do so, the paper is organized as follows. In Sec-
tion 2, the WM-method will be explained and its
drawbacks will be analyzed. Section 3 will show
the approach proposed to improve the accuracy
by means of more cooperative rules. In Section 4,
a method based on the WM-method following the
cooperative approach will be proposed to face up
the mentioned drawbacks. In Section 5, the be-
havior of the new process, compared with WM-
method and Nozaki et al.’s method [9], will be
analyzed in two different applications, the fuzzy
modeling of a simple three-dimensional function
and the problem of rice taste evaluation. Fi-
nally, in Section 6 some concluding remarks will
be pointed out.

2 Wang and Mendel’s Method

The ad hoc data-driven RB generation process
proposed by Wang and Mendel in [14] has been
widely known because of its simplicity and good
performance. It is based on working with an
input-output data set £ = {e,...,ep}, ¢ =
(z},..., 2L ,9"), representing the behavior of the
problem being solved, using a previous definition
of the DB composed of the input and output pri-
mary fuzzy partitions.

The generation of the RB is put into effect by
means of the following steps:

1. Consider a fuzzy partition of the input vari-
able spaces: |t may be obtained from the expert
information (if it is available) or by a normaliza-
tion process. If the latter is the case, perform
a fuzzy partition of the input variable spaces
dividing each universe of discourse into a num-
ber of equal or unequal partitions, select a kind
of membership function and assign one fuzzy
set to each subspace. In our case, we will work
with symmetrical fuzzy partitions of triangular
membership functions (see Figure 1).

2. Generate a candidate linguistic rule set: This
set will be formed by the rule best covering each
example (input-output data pair) contained in
E. Thus, p candidate linguistic rules will be ob-
tained. The structure of these rules is obtained
by taking a specific example, i.e., an n + 1-
dimensional real array (n input and 1 output
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Figure 1: Graphical representation of a uniform

fuzzy partition

values), and setting each one of the variables to
the linguistic label (associated fuzzy set) best
covering every array component.

3. Give an importance degree to each rule: Let
Ry =1IF zy is Ay and ...and z,, is A, THEN
y is B be the linguistic rule generated from the
example ¢;, | = 1,...,p. The importance de-
gree associated to it will be obtained as follows:

G(R)) = pay (@) .- pa, (a7) - s (y') -

4. Obtain a final RB from the candidate linguis-
tic rule set: To do so, the p candidate rules are
first grouped in g different groups, each one of
them composed of all the candidate rules pre-
senting the same antecedent. We will note by
R;; the j-th rule in the i-th group. To com-
pose the final RB, the rule with the highest
importance degree is chosen in each group ¢,
1 =1,...,9. Hence, g will be both the num-
ber of different antecedent combinations in the
candidate rule set and the number of linguistic
rules in the final RB generated.

The good behavior of the WM-method has been
clearly demonstrated. However, sometimes the
method does not perform as good as desired. It
is due to a problem related to the way in which
the rules are selected.

One of the most interesting features of a FRBS is
the interpolative reasoning it develops. This char-
acteristic plays a key role in the high performance
of FRBSs and is a consequence of the cooperation
among the fuzzy rules composing the KB. As it is
known, the output obtained from a FRBS is not
usually due to a single fuzzy rule but to the co-
operative action of several fuzzy rules that have
been fired because they match the system input
to any degree.

However, the operation mode followed by WM-
method is to bracket the example data set into
fuzzy subspaces (the antecedent combinations
mentioned in step 4 of the algorithm) according
to the covering degree, and to obtain afterwards
the rule with the best performance in each sub-
space. Therefore, the global interaction among
the rules of the KB is not considered. This causes
the finally obtained rule set, in spite of presenting
a good local behavior, not to cooperate suitably.
Moreover, the fact of locally processing these rules
makes the method be more sensitive to noise.

A proposal modifying the WM-method to include
cooperation in the generated RB will be presented
in Section 4. Previously, the approach followed
by this proposal to induce cooperation among the
fuzzy rules will be explained in the next Section.

3 A New Approach to Improve the
Accuracy Obtaining More
Cooperative Rules

With the aim of addressing the drawbacks pre-
sented by the WM-method, a new approach to
improve the accuracy obtaining best cooperation
among the rules is proposed: the Cooperative
Rules (COR) approach.

To do so, a Combinatorial Search of Cooperative
Rules is performed over the set of candidate rules
to find the rule set best cooperating. Instead of
selecting the consequent with the highest impor-
tance degree in each subspace like WM-method
does, the COR approach considers the possibil-
ity of using another consequent different from the
best one, when it allows the FRBS to be more
accurate thanks to having a KB with best coop-
eration. To do so, COR performs a combinatorial
search among the candidate rules looking for the
set of consequents with the best accuracy.

In order to perform this combinatorial search, an
explicit enumeration or an approximate technique
can be considered:

e The first one accomplishes a full search
through the set of possible combinations. Al-
though with this technique we ensure the ob-
taining of the best solution, it may take a
long time or simply be unapproachable in



terms of run time, when there is a great
number of combinations. Therefore, this
technique is only recommended in confined
spaces.

e On the other hand, when the use of an ex-

plicit enumeration is not possible, an approx-
imate technique is needed. Any search tech-
nique can be used. However, since one of the
main advantages of the ad hoc data-driven
methods is their ability to find good fuzzy
models quickly, the search technique should
also be quick. We propose to use the Sim-
ulated Annealing (SA) technique since it is
easily implementable and it finds good solu-
tions quickly.
SA is a numerical optimization technique
based on the analogy with the physical an-
nealing process of solids [13]. The SA-
based algorithm begins with an initial solu-
tion and generates a neighbor of this solu-
tion by means of a suitable mechanism. If
the adaptation of the latter is better than
the former, the current solution is replaced
by the generated neighbor; otherwise, this
replacement is accomplished with a specific
probability that will be decreased during the
algorithm progress. This process is iterated
a large number of times.

Following the COR approach, an specific method
based on the WM-method will be presented in the
next Section.

4 A Proposal Based on the Wang and
Mendel’s Method Following the
Cooperative Rules Approach

In this Section, a modification of WM-method
following the presented philosophy is intro-
duced: the WM-based COR-method (COR-WM-
method). It is composed of two stages: in the first
one, the set of candidate rules is obtained (in the
usual WM-method way); in the second one, the
set of rules with the best cooperation is obtained
by means of a SA technique.

The algorithm is made up of the following steps:

1. Consider a fuzzy partition of the variable
spaces obtained from the expert information (if

it is available) or by a normalization process, as
shown in step 1 of the WM-method.

2. Generate a candidate linguistic rule set from
the examples like in step 2 of the WM-method.

3. Group the obtained rules according to the an-
tecedent combinations, which is equivalent to
applying the first part of step 4 in the WM-
method, and select the possible consequent
values for each one of them. To do so,
the consequents B% of the candidate linguistic
rules R;; are analyzed and g different possible
consequent term sets S;, ¢ = 1,...,g, are ob-
tained by taking only the different ones in each
group. From now on, the [-th member of §;
will be noted by cf.

4. Run the SA-based algorithm to look for the
combination {cj , ... ,C?g} with the best degree
of accuracy. The initial solution is obtained by
generating a possible combination at random.
The neighbor generation mechanism randomly
selects a specific s € {1,...,g} and changes
c/. by cf,S ={cl,-ocl ¢ s ,c|S56|}. To
evaluate the quality of each solution, an in-
dex measuring the cooperation degree of the
encoded rule set is considered. In this case,
the algorithm uses a global error function called
mean square error (MSE), which defined as

T
MSE = ——
2-NiH

(i —w)*

with N being the data set size, 3’ being the
output obtained from the FRBS, and y being
the known desired output. The closer to zero
the measure is, the greater the performance is
and, thus, the better the rule cooperation is.

5 Experimental Study

In order to analyze the behavior of the proposed
process, we have chosen two different applica-
tions: the fuzzy modeling of a three-dimensional
function, and the problem of rice taste evaluation,
proposed in [9]. In both cases, we will compare
the accuracy of the linguistic models generated
from our process with the ones designed by means
of the WM-method and the Nozaki et al.’s method
(N-method) [9].



An initial DB constituted by a primary fuzzy par-
tition for each variable will be considered in each
case. Every partition is formed by seven linguis-
tic terms for the three-dimensional function, and
three linguistic terms for the rice taste evalua-
tion problem, with triangular-shaped equally dis-
tributed fuzzy sets giving meaning to them (as
shown in Figure 1), and the appropriate scaling
factors to translate the generic universe of dis-
course into the one associated with each problem
variable.

As regards the FRBS reasoning method used, we
have selected the minimum t-norm playing the
role of the implication and conjunctive operators,
and the center of gravity weighted by the matching
strategy acting as the defuzzification operator [5].

5.1 Fuzzy modeling of a simple
three-dimensional function

For this first experiment, a simple unimodal
three-dimensional mathematical function (see
Figure 2) is considered to be modeled. The math-
ematical function and the variable universes of
discourse are the following:

F(z1,29) = 12 + 13

T, T2 € [—5,5], F(Il,l'g) S [0, 50] .

Figure 2: Graphical representation of the three-
dimensional function F

A training data set uniformly distributed in the
three-dimensional definition space has been ob-
tained experimentally. In this way, a set with
1681 values has been generated taking 41 values
for each one of the two input variables considered
to be uniformly distributed in their intervals. An-
other data set has been generated for its use as

test set to evaluate the performance of the learn-
ing method, avoiding any possible bias related to
the data in the training set. The size of this data
set (168) is ten percent of the training set one.
The data is obtained generating the input vari-
able values at random in the concrete universes
of discourse for each of them, and computing the
associated output variable value.

The results obtained by the three methods con-
sidered are collected in Table 1, where #R stands
for the number of rules, and MSE;., and MSE;
for the values obtained over the training and test
data sets respectively. The best results are shown
in boldface.

Table 1: Results obtained modeling F'

Method #R  MSE;., MSE;;
WDM-method 49 2.048137 2.255928
N-method 98 2.465487 1.768125
COR-WM-method | 49 1.605482 1.132797

Analyzing these results, we may note the good be-
havior presented by our COR-WM-method. The
linguistic model generated from it clearly outper-
forms the ones designed by the other two meth-
ods. Compared with WM-method, a significantly
more accurate model is obtained thanks to the co-
operative rule consideration. Of course, the same
number of rules is generated. Opposite to N-
method, moreover of improving the performance
to a high degree, the model obtained by our pro-
cess presents a very much simpler KB (49 rules
against 98), which is a very important aspect in
LM where the interpretability is the main require-
ment.

5.2 Rice taste evaluation

Subjective qualification of food taste is a very im-
portant but difficult problem. In the case of the
rice taste qualification, it is usually put into ef-
fect by means of a subjective evaluation called
the sensory test. In this test, a group of experts,
usually composed of 24 persons, evaluate the rice
according to a set of characteristics associated to
it. These factors are: flavor, appearance, taste,
stickiness, and toughness [9].

Because of the large quantity of relevant variables,
the problem of rice taste analysis becomes very



complex, thus leading to solve it by means of mod-
eling techniques capable of obtaining a model rep-
resenting the non-linear relationships existing in
it. Moreover, the problem-solving goal is not only
to obtain an accurate model, but to obtain a user-
interpretable model as well, capable of putting
some light on the reasoning process performed by
the expert for evaluating a kind of rice in a spe-
cific way. Due to all these reasons, in this Section
we deal with obtaining a linguistic model to solve
the said problem.

In order to do so, we are going to use the data set
presented in [9]. This set is composed of 105 data
arrays collecting subjective evaluations of the six
variables in question (the five mentioned and the
overall evaluation of the kind of rice), made up by
experts on this number of kinds of rice grown in
Japan (for example, Sasanishiki, Akita-Komachi,
etc.). The six variables are normalized, thus tak-
ing values in the real interval [0,1].

With the aim of not biasing the learning, we have
randomly obtained ten different partitions of the
mentioned set, composed by 75 pieces of data in
the training set and 30 in the test one, to generate
ten linguistic models in each experiment.

Table 2 shows the results obtained modeling this
application. The values shown in columns MSE,,
and MSE,,; have been computed as an average of
the MSE values obtained in the approximation of
the training and test data sets, respectively, by
the ten linguistic models generated in each case.
The column #R stands for the average number
of linguistic rules in the KBs of the ten models
generated by each process.

Table 2: Results obtained in the rice taste evalu-
ation

Method #R, MSEtTa MSEtSt
WDM-method 23 0.003339 0.003758
N-method 364.8 0.002512 0.003221
COR-WM-method 23 0.003040 0.003484

In view of the obtained results, we may again
note the good behavior presented by the proposed
COR-WM-method. Its linguistic model again
presents a more accurate behavior than the WM-
method’s one. Nevertheless, the performance of
our model is worse than the one obtained by N-

method. However, in exchange of losing a lit-
tle bit of accuracy, our process obtains a much
lesser number of rules than N-method, which sig-
nificantly improves the interpretability.

We should say that due to the small size of the
example set, a reduced number of combinations
(8.4 on average for the ten partitions) is gener-
ated in the first stage of the COR-WM-method.
Therefore, the explicit enumeration has been used
in this case instead of the SA procedure since the
best solution can be quickly found.

6 Concluding Remarks

In this paper, a new approach to generate accu-
rate and simple linguistic models has been pro-
posed, the COR approach. It is based on con-
sidering the cooperation among the fuzzy rules
in the generation process making good use of the
interpolative reasoning developed by the finally
designed FRBS.

Following this approach, a specific method modi-
fying the WM-method has also been presented.
Its operation mode is composed of two stages:
generation of the candidate rule set and combina-
torial search of the rule set with the best coopera-
tion. Its behavior has been compared to other two
LM methods when solving two different problemms.
The proposed process has obtained very good re-
sults combining accuracy and interpretability.

This leads us to conclude that the consideration
of cooperative rules improves the performance of
the linguistic models and the derivation of KBs
by firstly generating a candidate rule set and then
searching the best combination of rules is a good
way to accomplish this aspect.
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