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Abstract

The inductive learning of a Fuzzy Rule-Based
Classification System is made difficult by the
presence of a high feature number that in-
creases the dimensionality of the problem to
solve.

In this work, we propose a complete Fuzzy
Rule-Based Classification System learning
process composed of a feature selection, a
fuzzy rule generation and selection, and a
linguistic tuning processes. For the feature
selection stage, we propose two new genetic
algorithms with wrapper nature.

The experimentation carried out, using Sonar
sample base, shows the increase on simplicity,
precision and efficiency achieved by adding
the proposed feature selection processes in
the learning algorithm.

Keywords: Fuzzy Rule-Based Classifica-
tion Systems, Inductive Learning, Feature
Selection, Fuzzy Reasoning Methods

1 Introduction

The inductive learning of a Fuzzy Rule-Based Classi-
fication System (FRBCS) starts from a set of problem
instances, and determines a set of fuzzy rules and a
fuzzy inference method that generalises the knowledge
extracted from the data for the classification of the
new instances. Each one of these problem instances or
samples is described by a set of features, also called
variables.

In the FRBCS design the following problems must be
considered by the learning process:

e The determination of the inference method used
in the classification stage to establish the class
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for each pattern of the problem. The infer-
ence method employed in most of the FRBCSs
[19, 27, 7, 23, 32, 1, 13] uses the information pro-
vided by only a fuzzy rule (the fuzzy rule that
is most compatible with the example to clas-
sify). This fact implies a loss information that
can be avoided with the use of alternative infer-
ence methods [3, 7, 16, 10].

e With respect to the knowledge extraction process,
we can point out two difficulties:

— the obtaining of a fuzzy rule set with an ad-
equate co-operation level between the fuzzy
rules, and

— the exponential growth of the fuzzy rule
search space with the increase of the feature
number considered in the learning process.

The fuzzy rule obtaining has been solved by different
learning process based on iterative methods [6, 19, 31],
Neural Networks [21, 29, 30] or Genetic Algorithms
[20, 17, 34, 13, 18] for instance.

In [10, 9] a general definition of the inference method
in a FRBCS is presented as well as different proposals
for it that improve the behaviour of an FRBCS in the
classification stage. In [8] a genetic learning process
that considers the fuzzy rule co-operation problem is
presented, but the last problem, the need to reduce the
problem dimensionality when the number of features
is high, is not consider in it.

The design of FRBCS for Classification problems with
a high feature numbers implies that the FRBCS learn-
ing process must face up to two kind of problems:

o Memory space problems, in algorithms as ANFIS
[21] that needs to represent in the learning process
the complete fuzzy partition for the considered
variables in each node of its structure.

e FEfficiency or / and effectiveness problems, in al-
gorithms that search in the complete fuzzy rule



search space as Genetic Algorithms [17, 34, 13,
18].

The solution for the aforementioned problems is the
integration of a Feature Selection process, that deter-
mines the most relevant variables before the FRBCS
inductive learning process. In this form, the mem-
ory space needed for some learning algorithms and
the fuzzy rule search space are reduced, the efficiency
and effectiveness of the FRBCS learning process is in-
creased as well as the simplicity and interpretability of
the FRBCS.

In this work we propose the integration of a feature se-
lection stage in a multistage genetic learning process of
FRBCSs. For this task we show two new feature selec-
tion methods that can be included in another learning
processes.

To carry out this task, in Section 2 some preliminaries
are introduced: the FRBCS definition and the descrip-
tion of the multistage genetic learning process for FR-
BCS. In Section 3, both the integration of the feature
selection process in this multistage FRBCS learning
process, and two proposals for the feature selection
stage, are explained. Section 4 shows the results of
the experiments with Sonar sample base. In the last
section, the conclusions and future research lines are
exposed.

2 Preliminaries

2.1 Fuzzy Rule-Based Classification Systems

An FRBCS is an automatic Classification System that
uses as knowledge representation tool the fuzzy rules.
This kind of Classification System is made up of two
components:

e The Knowledge Base (KB) composed of:

— a Data Base (DB) that contains the fuzzy
set definitions related to the linguistic terms
used in the fuzzy rules, and

— a Rule Base (RB), a set of fuzzy rules with
the following structure:

Ry : If Xgis A’f and ... and Xy is Aﬁ,
then Y is Cj with rk

where Xi,..., X are features considered in
the problem, A%, ..., Ak are linguistic labels
employed to represent the values of the vari-
ables, and r* is the certainty degree related to
the classification in Cj class for the samples
belonging to the fuzzy subspace delimited by
the rule antecedent.

e The Fuzzy Reasoning Method (FRM), an in-
ference method that, combining the information
provided by the fuzzy rules related with the ex-
ample, determines the class to which it belongs
to.

2.2 Multistage Genetic Learning of Fuzzy
Rule-Based Classification Systems

In [8] a multistage genetic learning process for FRBCSs
is proposed, divided into three stages:

1. A fuzzy rule generation process, that ob-
tains a linguistic RB which represents the knowl-
edge extracted from the training samples and veri-
fies the completeness and k-consistency properties
[13, 14].

2. A genetic multiselection process that gener-
ates different KBs. In this process a selection of
a rule subset is carried out as well as a learning
of a linguistic modifier set, considering the FRM
used in the classification stage.

3. A genetic tuning process that leads to obtain
the best parameter membership function values
for the fuzzy rules.

In the following subsections these processes are briefly
described. A complete description of them can be
found in [8].

2.2.1 Fuzzy Rule Generation Process

The fuzzy rule generation process has two components,
a rule generation and an iterative covering methods:

e The fuzzy rule generation method obtains, in
each iteration, a candidate fuzzy rule set, generat-
ing for each training sample the fuzzy rule which
better represents the space zone to which it be-
longs to. From this set of rules, the best rule is
selected by means of a multicriteria selection func-
tion, which considers criteria related to the rule
frequency, completeness and k-consistency.

e The covering method, applies the generation
method to obtain the best rule for the training
samples, and considers the relative covering that
this rule provokes in them, eliminating those sam-
ples that are covered with a degree higher than
a maximum value previously specified, until the
training set becomes empty.



2.2.2 Genetic Multiselection Process

The fuzzy rule generation process, which does not con-
sider the relationship among the rules, can obtain an
RB with an inappropriate co-operation level among
them. To solve this problem, one objective of the ge-
netic multiselection process is the selection of fuzzy
rule subsets with optimal co-operation in the classi-
fication stage depending on the FRM used. Besides
this, the multiselection process allows to increase the
precision of the KB selecting a linguistic hedge set for
the linguistic terms used in the RB.

This multimodal optimisation problem is solved in this
proposal with a Genetic Algorithm (GA) [15, 12] that
uses the sequential niche technique [5] to induce niches
in the search space and obtain different KB definitions
by means of the basic genetic selection process.

The basic genetic selection process has, as we men-
tioned previously, a double objective: the selection of
a rule subset with a good co-operation among them,
considering the FRM, and the selection of a linguistic
modifier set related to the fuzzy subsets used by the
fuzzy rules. The last learning can be done in two dif-
ferent forms: selecting a linguistic hedge for each fuzzy
subset defined in the DB, or determining a linguistic
hedge for each fuzzy subset related to each linguistic
variable in each fuzzy rule. In this genetic process the
fitness associated to each solution (KB definition) is
penalised if the completeness property is not verified.

Every time this basic genetic selection process is ex-
ecuted, the solution obtained is optimised using a lo-
cal search process based on hill-climbing. Finally, the
search space zone in which the solution has been ob-
tained is penalised, to get different KBs in posterior
executions of the basic genetic selection process.

2.2.3 Genetic Tuning Process

The genetic tuning process leads to optimise the fuzzy
partition of the linguistic variables, determining the
best membership function parameter values in a com-
mon way to all the fuzzy rules.

This process is based on the parametric representation
of the membership functions and demands, as the mul-
tiselection process does, the verification of the com-
pleteness property.

5 Labels 3 Labels

311 Rules 331 Rules
| FRM Tra. Test | Tra.  Test
Classic 100  43.27 | 99.04 75.00
Normalized Sum 100 43.27 | 98.08 73.08
Arithmetic Mean 100 43.27 | 96.15 72.11
Quasiarithmetic Mean | 100 43.27 | 99.04 75.00
SOWA Or-Like 100 43.27 | 98.08 76.92
Badd 100  43.27 | 99.04 75.00
OWA 100 43.27 | 98.08 75.96
QuasiOWA 100 43.27 | 99.04 75.96

Table 1: Results with a KB obtained after the gener-
ation process for the Sonar problem

3 Feature Selection in the Fuzzy
Rule-Based Classification System
Learning

3.1 The incorporation of a Feature Selection
process in the multistage genetic learning
process of FRBCSs

To show the need of a feature selection stage in the
multistage genetic learning process proposed, we have
applied it to a sample base with a high feature number,
Sonar sample set, which has 208 instances of a sonar
objective classification problem. Each one of these in-
stances is described by 60 features to discriminate be-
tween a sonar output corresponding to a cylindrical
metal or an approximately cylindrical rock.

For this problem, if we use five linguistic labels per
variable, the search space for the learning process is
composed of 5% candidate fuzzy rules. The results
obtained after the generation stage are shown in Ta-
ble 1, columns 2 and 3 with different FRMs which are
described in [10, 9]. In this table we can observe that
the correct classification percentage is the same inde-
pendently on the FRM used, due to the wrong classi-
fied samples are not classified samples. This problem
can be lessened with the use of a more compensated
t-norm than the t-norm used, the minimum, or consid-
ering fuzzy partitions with a smaller number of linguis-
tic labels. In Table 1, columns 4 and 5, we can see the
results obtained by the generation process considering
3 linguistic labels per linguistic variable.

Nevertheless, the results obtained in the first stage of
the learning process, in both situations, show that the
intervention of the complete set of features leads to the
design of an FRBCS overfitted to the training sam-
ples that covers only a small proportion of the com-
plete sample space. This fact limits the possibilities of
improving for the postprocessing (multiselection and
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tuning) stages.

This problem can be solved with a design process that,
using all features, selects the most informative ones
for every, or for each one fuzzy rule in the FRBCS
inductive learning process. These approaches do not
settle the memory space, efficiency and effectiveness
problems because of in this form the space of candidate
fuzzy rules is not limited, far from it, it is increased.

We propose the integration in the FRBCS multistage
genetic learning of a feature selection stage that limits
the problem dimensionality by means determining a
feature subset for the FRBCS design. The resulting
FRBCS learning process is composed of the following
steps:

1. A feature selection process that gets a fea-
ture subset with a fix cardinality previously deter-
mined, to learn from it the FRBCS. In this form,
we will reduce the problem dimensionality before
the FRBCS design. The proposed feature selec-
tion process uses a GA as search algorithm and it
has wrapper nature [22]. We use a feature selec-
tion algorithm with filter nature [24] that searches
for a variable cardinality feature subset to obtain
the optimal feature number for our proposal of

feature selection process. We will explain this pro-
cess in detail in the next subsection.

2. A generation process that obtains an RB inde-
pendently on the FRM used in the classification
stage. We will use this efficient learning stage as
an intermediate stage to determine the best fea-
ture subset (consequently the best KB) and the
best FRM for the problem to solve.

3. A multiselection process of different KBs with
a good co-operation level among them considering
the FRM selected in the previous step.

4. A tuning process of the fuzzy partitions for the
fuzzy variables in a common way for all rules.

The resulting FRBCS learning process is graphically
described in Figures 1 and 2 and is mainly composed
of four processes, that is feature selection, generation,
multiselection and tuning, and the last three have been
briefly described in Section 2.2. In the next subsec-
tions we explain our proposals for the feature selection
stage.



3.2 Feature Selection Stage

The main objective of the feature selection stage is
the problem dimensionality reduction before the su-
pervised inductive learning process. This fact implies
that the feature selection algorithm must determine -
without the necessity of the FRBCS construction- the
best features for its design.

The filter feature selection algorithms [24] leak the ir-
relevant characteristics before the supervised inductive
learning process, but as is well known, the feature sub-
sets obtained by them could not be the best features
for a specific Classification System design process due
to the exclusion in the feature selection process of the
heuristic and bias in the inductive learning process.

The wrapper feature selection algorithms [22, 24] lead
to obtain feature subsets with the best behaviour in
the Classification System design because of they use
the precision estimation obtained by the Classification
System learning process for the candidate feature sub-
set evaluation. The problem of this kind of feature se-
lection algorithms is the inefficiency (because of they
must build the FRBCS for each evaluation of a candi-
date feature subset).

We propose a feature selection stage that combines
both kinds of feature selection algorithms in this way:

1. We use two filter feature selection algorithms that
looks for feature subsets with variable size consid-
ering class separability measures to determine an
optimal feature number for an specific classifica-
tion problem. In this work we employ the follow-
ing ones:

e the probabilistic algorithm Las Vegas Filter
(LVF) [25, 24] based on the inconsistency
rate, proposed by Liu and Setiono, and

e a greedy algorithm based on a forward se-
lection search using the mutual information
(MIFS) developed by Battiti in [4].

2. The results of these feature selection algorithms
for the classification problem, provide us an ad-
equate feature subset size for a wrapper feature
selection process that determines a feature sub-
set of this cardinality with the best behaviour for
the classification problem to solve. To increase
the efficiency maintaining the effectiveness of the
wrapper feature selection algorithms the proposal
uses the precision estimation provided by the k-
nearest neighbour rule (k-NN) [11], that is very
sensitive to the presence of irrelevant characteris-
tics.

The k-NN rule is not sensible to redundant charac-
teristics. The previous determination of the feature

subset size realised by filter algorithms that do not
use the k-NN rule, helps to the wrapper selection to
select only relevant variables and to reduce effectively
the problem dimensionality, in an efficient way.

In the next subsection we describe two proposals for
the wrapper feature selection process.

3.3 Steady State Genetic Algorithms for
Feature Selection

The first stage of the learning process is carried out
by a feature selection algorithm based on a GA with a
variant of the pure steady stage reproduction mecha-
nism [33]. This feature selection process is a wrapper
feature selection algorithm [22] that uses as evaluation
function a precision measure provided by the k-NN
considering only the features included in the candidate
feature subset.

The GA is described by its components:

1. Coding scheme.

The feature selection process objective is to get
an optimal feature subset with a fixed cardinality,
so the integer coding using fixed length allows us
to represent in a chromosome with length H a
candidate subset containing H variables in which,
the ith gen represents the ith selected variable.

The proposed GA permits the incorporation of
available knowledge, that is, features subsets pro-
vided by an expert or another feature selection
algorithm, in the initial population. The remain-
ing population is randomly generated.

2. Adaptation Function.

To increase the speed of the feature selection
stage, the estimation of the reachable precision is
calculated by the k-NN. This test precision esti-
mation is obtained by the training random resam-
pling proposed by Kohavi [22] for wrapper feature
selection algorithms, with 5 training-test parti-
tions obtained from the original training set, and
the adaptation measure calculated by the arith-
metic mean of the 5 test correct classification re-
sults. In this way, we can estimate the generalisa-
tion capability of a feature subset without using
the test set employed to validate the finally ob-
tained feature subset.

3. Reproduction Scheme.

The proposed GA uses a variant of the steady
state reproduction scheme that does not substi-
tute all the individual from the population in each



generation, but a fixed number of them. We pro-
pose a reproduction scheme that follows the next
steps:

- An intermediate population is generated by
assigning probabilities by means of a linear
ranking and the universal stochastical sam-
pling [2].

- The crossover and mutation operators are ap-
plied to some individuals from this interme-
diate population. The number of chromo-
somes to be created will be determined by
the crossover and mutation probabilities.

- The new chromosomes substitute to the
worst adapted ones from the original popu-
lation.

The generation of more than two new chromo-
somes leads to have more diversity in the new
population than the pure steady stage reproduc-
tion scheme. Nevertheless, it maintains the steady
state characteristics because the new population
only differs from the previous one on these gener-
ated chromosomes, which substitute to the worst
adapted.

. Crossover Operator.

We propose two feature selection algorithms that
differs only in the crossover operator applied:

e The algorithm that uses the partially com-
plementary crossover operator [26] (which we
will identify by SSGA_I). This operator ex-
ploits the search space tuning the obtained
solutions in the following way: given two
chromosomes from the population P(t), C{ =
(c1,...,em) and CL = (¢}, ..., c),), two de-
scendants are generated:

Hy = (dy,... dg, b1, hat)
Hy = (du,. . diy by ey )

where dy, . . ., dy, are the common genes to the
two chromosomes selected to be crossed, and
his1,-.-,har, and hy ,,...,h}, are genes
randomly selected among the remaining.

In this way, the descendants maintains the
parents’ common variables and randomly
combines the remaining information. They
are valid individual and do not need any re-
pairing algorithm.

e The algorithm that uses the two point
crossover with repair operator (noted in this
paper as SSGA_II).

An analysis of the SSGA_I lets us observe
that, sometimes, it can evolve to a popula-
tion without enough diversity. To solve this

problem, we propose the two-point crossover
operator with repair, which not only exploits
the information given by the parents, but
also introduces diversity in the descendants.
This operator works as follows: to obtain the
descendants, for each selected chromosome
pair, two cross points are determined, and the
genes between these points are exchanged.
This process can generate non-valid individ-
uals because of the variable repetition. To
solve this problem, a repairing algorithm sub-
stitutes each repeated gene by a non-selected
variable.

This two-point crossover operator with re-
pair maintains the inheritance and refine-
ment properties of the crossover operators,
adding —when the descendants has repeated
variables— the exploration property, very
suitable in the proposed evolutive process.

5. Mutation Operator.

The uniform mutation arbitrarily modifies one or
more genes from an individual, removing the cor-
responding variable, and substituting it for an-
other one which is not present in the chromosome,
introducing diversity among the population.

4 Experimentation and Result
Analysis

We will show the results obtained using the proposed
learning process applied to the Sonar sample base.

As we mentioned before, the feature selection process
selects variables sets with a fixed cardinality previously
determined. We compute this cardinality by execut-
ing classical feature selection algorithms that search
for an optimal and minimum feature set, as LVF [25]
and MIFS [4]. These algorithms provide us 3 proper
feature set sizes: 6, 12 and 15 variables which reduce
in 90, 80 and 75 % respectively the fuzzy rule search
space for the fuzzy rule generation, selection and tun-
ing processes.

According to the previously exposed multistage learn-
ing process, we execute the feature selection algo-
rithms SSGA _I and SSGA_IT with these three different
set sizes. We build FRBCSs with the generation pro-
cess -starting with the feature subsets obtained before-
and analyse the results to determine two variable sub-
sets (and consequently two KBs) and FRMs with the
best behaviour for each cardinality. In this way, and
efficiently by the iterative nature of the generation pro-
cess, we greatly reduce the problem dimensionality be-
cause of limiting the fuzzy rule and FRMs space to
consider in following stages.



| Algorithm | FRM | NR Tra. Test |
SSGA_I OWA 55 94.23 89.42
SSGA_II | Arithmetic Mean | 58 93.27 90.38

Table 2: Results for an FRBCS built using 6 features

| Algorithm | FRM | NR  Tra. Test |
SSGA_1 SOWA Or-Like | 183 92.31 94.23
SSGA_II OWA 45 91.35 90.38

Table 3: Results for an FBRCS built using 12 features

At last, we execute the multiselection and tuning pro-
cesses to get FRBCSs which reach the results shown
in Tables 2, 3 and 4.

With the proposed learning process we have increased
in more than a 15 % the correct test classification per-
centage, and overcame the overfitting and efficiency
problems, obtaining a simpler and more interpretable
FRBCS.

5 Conclusions

Usually, in the FRBCS design the following problems
must be individually or jointly solved:

e The selection of the most relevant features for the
considered classification problem.

e The fuzzy partition definitions for the linguistic
variables.

e The generation of an RB that represents the sam-
ples information and verifies two desired proper-
ties in any RB, the completeness and consistency
[28].

e The generation of an RB with a good co-operation
level among the fuzzy rules with respect to the
FRM used in the classification stage.

The proposed multistage genetic learning process of
FRBCSs considers these problems in different stages,
obtaining a linguistic FRBCS with a good generalisa-
tion level, that uses only the most informative features
for the problem, with an RB which verifies the com-
pleteness and k-consistency properties, having a good
co-operation level depending on the FRM, and with
an optimised DB.

The inclusion of an feature selection stage in the learn-
ing process leads to a limitation, previous to the FR-
BCS design, of the fuzzy rule space and allows an in-
crease in the efficiency and efficacy of the learning pro-
cess.

| Algorithm | FRM | NR Tra. Test |
SSGA_1 | Classical | 125 96.15 94.23
SSGA_II OWA 94 99.04 9231

Table 4: Results for an FRBCS built using 15 features

Also, the decomposition of the learning process in mul-
tiple stages, permits to progressively reduce the prob-
lem dimensionality.
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