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tThe indu
tive learning of a Fuzzy Rule-BasedClassi�
ation System is made diÆ
ult by thepresen
e of a high feature number that in-
reases the dimensionality of the problem tosolve.In this work, we propose a 
omplete FuzzyRule-Based Classi�
ation System learningpro
ess 
omposed of a feature sele
tion, afuzzy rule generation and sele
tion, and alinguisti
 tuning pro
esses. For the featuresele
tion stage, we propose two new geneti
algorithms with wrapper nature.The experimentation 
arried out, using Sonarsample base, shows the in
rease on simpli
ity,pre
ision and eÆ
ien
y a
hieved by addingthe proposed feature sele
tion pro
esses inthe learning algorithm.Keywords: Fuzzy Rule-Based Classi�
a-tion Systems, Indu
tive Learning, FeatureSele
tion, Fuzzy Reasoning Methods1 Introdu
tionThe indu
tive learning of a Fuzzy Rule-Based Classi-�
ation System (FRBCS) starts from a set of probleminstan
es, and determines a set of fuzzy rules and afuzzy inferen
e method that generalises the knowledgeextra
ted from the data for the 
lassi�
ation of thenew instan
es. Ea
h one of these problem instan
es orsamples is des
ribed by a set of features, also 
alledvariables.In the FRBCS design the following problems must be
onsidered by the learning pro
ess:� The determination of the inferen
e method usedin the 
lassi�
ation stage to establish the 
lass

for ea
h pattern of the problem. The infer-en
e method employed in most of the FRBCSs[19, 27, 7, 23, 32, 1, 13℄ uses the information pro-vided by only a fuzzy rule (the fuzzy rule thatis most 
ompatible with the example to 
las-sify). This fa
t implies a loss information that
an be avoided with the use of alternative infer-en
e methods [3, 7, 16, 10℄.� With respe
t to the knowledge extra
tion pro
ess,we 
an point out two diÆ
ulties:{ the obtaining of a fuzzy rule set with an ad-equate 
o-operation level between the fuzzyrules, and{ the exponential growth of the fuzzy rulesear
h spa
e with the in
rease of the featurenumber 
onsidered in the learning pro
ess.The fuzzy rule obtaining has been solved by di�erentlearning pro
ess based on iterative methods [6, 19, 31℄,Neural Networks [21, 29, 30℄ or Geneti
 Algorithms[20, 17, 34, 13, 18℄ for instan
e.In [10, 9℄ a general de�nition of the inferen
e methodin a FRBCS is presented as well as di�erent proposalsfor it that improve the behaviour of an FRBCS in the
lassi�
ation stage. In [8℄ a geneti
 learning pro
essthat 
onsiders the fuzzy rule 
o-operation problem ispresented, but the last problem, the need to redu
e theproblem dimensionality when the number of featuresis high, is not 
onsider in it.The design of FRBCS for Classi�
ation problems witha high feature numbers implies that the FRBCS learn-ing pro
ess must fa
e up to two kind of problems:� Memory spa
e problems, in algorithms as ANFIS[21℄ that needs to represent in the learning pro
essthe 
omplete fuzzy partition for the 
onsideredvariables in ea
h node of its stru
ture.� EÆ
ien
y or / and e�e
tiveness problems, in al-gorithms that sear
h in the 
omplete fuzzy rule



sear
h spa
e as Geneti
 Algorithms [17, 34, 13,18℄.The solution for the aforementioned problems is theintegration of a Feature Sele
tion pro
ess, that deter-mines the most relevant variables before the FRBCSindu
tive learning pro
ess. In this form, the mem-ory spa
e needed for some learning algorithms andthe fuzzy rule sear
h spa
e are redu
ed, the eÆ
ien
yand e�e
tiveness of the FRBCS learning pro
ess is in-
reased as well as the simpli
ity and interpretability ofthe FRBCS.In this work we propose the integration of a feature se-le
tion stage in a multistage geneti
 learning pro
ess ofFRBCSs. For this task we show two new feature sele
-tion methods that 
an be in
luded in another learningpro
esses.To 
arry out this task, in Se
tion 2 some preliminariesare introdu
ed: the FRBCS de�nition and the des
rip-tion of the multistage geneti
 learning pro
ess for FR-BCS. In Se
tion 3, both the integration of the featuresele
tion pro
ess in this multistage FRBCS learningpro
ess, and two proposals for the feature sele
tionstage, are explained. Se
tion 4 shows the results ofthe experiments with Sonar sample base. In the lastse
tion, the 
on
lusions and future resear
h lines areexposed.2 Preliminaries2.1 Fuzzy Rule-Based Classi�
ation SystemsAn FRBCS is an automati
 Classi�
ation System thatuses as knowledge representation tool the fuzzy rules.This kind of Classi�
ation System is made up of two
omponents:� The Knowledge Base (KB) 
omposed of:{ a Data Base (DB) that 
ontains the fuzzyset de�nitions related to the linguisti
 termsused in the fuzzy rules, and{ a Rule Base (RB), a set of fuzzy rules withthe following stru
ture:Rk : If X1 is Ak1 and : : : and XN is AkNthen Y is Cj with rkwhere X1; : : : ; XN are features 
onsidered inthe problem, Ak1 ; : : : ; AkN are linguisti
 labelsemployed to represent the values of the vari-ables, and rk is the 
ertainty degree related tothe 
lassi�
ation in Cj 
lass for the samplesbelonging to the fuzzy subspa
e delimited bythe rule ante
edent.

� The Fuzzy Reasoning Method (FRM), an in-feren
e method that, 
ombining the informationprovided by the fuzzy rules related with the ex-ample, determines the 
lass to whi
h it belongsto.2.2 Multistage Geneti
 Learning of FuzzyRule-Based Classi�
ation SystemsIn [8℄ a multistage geneti
 learning pro
ess for FRBCSsis proposed, divided into three stages:1. A fuzzy rule generation pro
ess, that ob-tains a linguisti
 RB whi
h represents the knowl-edge extra
ted from the training samples and veri-�es the 
ompleteness and k-
onsisten
y properties[13, 14℄.2. A geneti
 multisele
tion pro
ess that gener-ates di�erent KBs. In this pro
ess a sele
tion ofa rule subset is 
arried out as well as a learningof a linguisti
 modi�er set, 
onsidering the FRMused in the 
lassi�
ation stage.3. A geneti
 tuning pro
ess that leads to obtainthe best parameter membership fun
tion valuesfor the fuzzy rules.In the following subse
tions these pro
esses are brie
ydes
ribed. A 
omplete des
ription of them 
an befound in [8℄.2.2.1 Fuzzy Rule Generation Pro
essThe fuzzy rule generation pro
ess has two 
omponents,a rule generation and an iterative 
overing methods:� The fuzzy rule generation method obtains, inea
h iteration, a 
andidate fuzzy rule set, generat-ing for ea
h training sample the fuzzy rule whi
hbetter represents the spa
e zone to whi
h it be-longs to. From this set of rules, the best rule issele
ted by means of a multi
riteria sele
tion fun
-tion, whi
h 
onsiders 
riteria related to the rulefrequen
y, 
ompleteness and k-
onsisten
y.� The 
overing method, applies the generationmethod to obtain the best rule for the trainingsamples, and 
onsiders the relative 
overing thatthis rule provokes in them, eliminating those sam-ples that are 
overed with a degree higher thana maximum value previously spe
i�ed, until thetraining set be
omes empty.



2.2.2 Geneti
 Multisele
tion Pro
essThe fuzzy rule generation pro
ess, whi
h does not 
on-sider the relationship among the rules, 
an obtain anRB with an inappropriate 
o-operation level amongthem. To solve this problem, one obje
tive of the ge-neti
 multisele
tion pro
ess is the sele
tion of fuzzyrule subsets with optimal 
o-operation in the 
lassi-�
ation stage depending on the FRM used. Besidesthis, the multisele
tion pro
ess allows to in
rease thepre
ision of the KB sele
ting a linguisti
 hedge set forthe linguisti
 terms used in the RB.This multimodal optimisation problem is solved in thisproposal with a Geneti
 Algorithm (GA) [15, 12℄ thatuses the sequential ni
he te
hnique [5℄ to indu
e ni
hesin the sear
h spa
e and obtain di�erent KB de�nitionsby means of the basi
 geneti
 sele
tion pro
ess.The basi
 geneti
 sele
tion pro
ess has, as we men-tioned previously, a double obje
tive: the sele
tion ofa rule subset with a good 
o-operation among them,
onsidering the FRM, and the sele
tion of a linguisti
modi�er set related to the fuzzy subsets used by thefuzzy rules. The last learning 
an be done in two dif-ferent forms: sele
ting a linguisti
 hedge for ea
h fuzzysubset de�ned in the DB, or determining a linguisti
hedge for ea
h fuzzy subset related to ea
h linguisti
variable in ea
h fuzzy rule. In this geneti
 pro
ess the�tness asso
iated to ea
h solution (KB de�nition) ispenalised if the 
ompleteness property is not veri�ed.Every time this basi
 geneti
 sele
tion pro
ess is ex-e
uted, the solution obtained is optimised using a lo-
al sear
h pro
ess based on hill-
limbing. Finally, thesear
h spa
e zone in whi
h the solution has been ob-tained is penalised, to get di�erent KBs in posteriorexe
utions of the basi
 geneti
 sele
tion pro
ess.
2.2.3 Geneti
 Tuning Pro
essThe geneti
 tuning pro
ess leads to optimise the fuzzypartition of the linguisti
 variables, determining thebest membership fun
tion parameter values in a 
om-mon way to all the fuzzy rules.This pro
ess is based on the parametri
 representationof the membership fun
tions and demands, as the mul-tisele
tion pro
ess does, the veri�
ation of the 
om-pleteness property.

5 Labels 3 Labels311 Rules 331 RulesFRM Tra. Test Tra. TestClassi
 100 43.27 99.04 75.00Normalized Sum 100 43.27 98.08 73.08Arithmeti
 Mean 100 43.27 96.15 72.11Quasiarithmeti
 Mean 100 43.27 99.04 75.00SOWA Or-Like 100 43.27 98.08 76.92Badd 100 43.27 99.04 75.00OWA 100 43.27 98.08 75.96QuasiOWA 100 43.27 99.04 75.96Table 1: Results with a KB obtained after the gener-ation pro
ess for the Sonar problem3 Feature Sele
tion in the FuzzyRule-Based Classi�
ation SystemLearning3.1 The in
orporation of a Feature Sele
tionpro
ess in the multistage geneti
 learningpro
ess of FRBCSsTo show the need of a feature sele
tion stage in themultistage geneti
 learning pro
ess proposed, we haveapplied it to a sample base with a high feature number,Sonar sample set, whi
h has 208 instan
es of a sonarobje
tive 
lassi�
ation problem. Ea
h one of these in-stan
es is des
ribed by 60 features to dis
riminate be-tween a sonar output 
orresponding to a 
ylindri
almetal or an approximately 
ylindri
al ro
k.For this problem, if we use �ve linguisti
 labels pervariable, the sear
h spa
e for the learning pro
ess is
omposed of 560 
andidate fuzzy rules. The resultsobtained after the generation stage are shown in Ta-ble 1, 
olumns 2 and 3 with di�erent FRMs whi
h aredes
ribed in [10, 9℄. In this table we 
an observe thatthe 
orre
t 
lassi�
ation per
entage is the same inde-pendently on the FRM used, due to the wrong 
lassi-�ed samples are not 
lassi�ed samples. This problem
an be lessened with the use of a more 
ompensatedt-norm than the t-norm used, the minimum, or 
onsid-ering fuzzy partitions with a smaller number of linguis-ti
 labels. In Table 1, 
olumns 4 and 5, we 
an see theresults obtained by the generation pro
ess 
onsidering3 linguisti
 labels per linguisti
 variable.Nevertheless, the results obtained in the �rst stage ofthe learning pro
ess, in both situations, show that theintervention of the 
omplete set of features leads to thedesign of an FRBCS over�tted to the training sam-ples that 
overs only a small proportion of the 
om-plete sample spa
e. This fa
t limits the possibilities ofimproving for the postpro
essing (multisele
tion and
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ess (II)tuning) stages.This problem 
an be solved with a design pro
ess that,using all features, sele
ts the most informative onesfor every, or for ea
h one fuzzy rule in the FRBCSindu
tive learning pro
ess. These approa
hes do notsettle the memory spa
e, eÆ
ien
y and e�e
tivenessproblems be
ause of in this form the spa
e of 
andidatefuzzy rules is not limited, far from it, it is in
reased.We propose the integration in the FRBCS multistagegeneti
 learning of a feature sele
tion stage that limitsthe problem dimensionality by means determining afeature subset for the FRBCS design. The resultingFRBCS learning pro
ess is 
omposed of the followingsteps:1. A feature sele
tion pro
ess that gets a fea-ture subset with a �x 
ardinality previously deter-mined, to learn from it the FRBCS. In this form,we will redu
e the problem dimensionality beforethe FRBCS design. The proposed feature sele
-tion pro
ess uses a GA as sear
h algorithm and ithas wrapper nature [22℄. We use a feature sele
-tion algorithm with �lter nature [24℄ that sear
hesfor a variable 
ardinality feature subset to obtainthe optimal feature number for our proposal of

feature sele
tion pro
ess. We will explain this pro-
ess in detail in the next subse
tion.2. A generation pro
ess that obtains an RB inde-pendently on the FRM used in the 
lassi�
ationstage. We will use this eÆ
ient learning stage asan intermediate stage to determine the best fea-ture subset (
onsequently the best KB) and thebest FRM for the problem to solve.3. A multisele
tion pro
ess of di�erent KBs witha good 
o-operation level among them 
onsideringthe FRM sele
ted in the previous step.4. A tuning pro
ess of the fuzzy partitions for thefuzzy variables in a 
ommon way for all rules.The resulting FRBCS learning pro
ess is graphi
allydes
ribed in Figures 1 and 2 and is mainly 
omposedof four pro
esses, that is feature sele
tion, generation,multisele
tion and tuning, and the last three have beenbrie
y des
ribed in Se
tion 2.2. In the next subse
-tions we explain our proposals for the feature sele
tionstage.



3.2 Feature Sele
tion StageThe main obje
tive of the feature sele
tion stage isthe problem dimensionality redu
tion before the su-pervised indu
tive learning pro
ess. This fa
t impliesthat the feature sele
tion algorithm must determine -without the ne
essity of the FRBCS 
onstru
tion- thebest features for its design.The �lter feature sele
tion algorithms [24℄ leak the ir-relevant 
hara
teristi
s before the supervised indu
tivelearning pro
ess, but as is well known, the feature sub-sets obtained by them 
ould not be the best featuresfor a spe
i�
 Classi�
ation System design pro
ess dueto the ex
lusion in the feature sele
tion pro
ess of theheuristi
 and bias in the indu
tive learning pro
ess.The wrapper feature sele
tion algorithms [22, 24℄ leadto obtain feature subsets with the best behaviour inthe Classi�
ation System design be
ause of they usethe pre
ision estimation obtained by the Classi�
ationSystem learning pro
ess for the 
andidate feature sub-set evaluation. The problem of this kind of feature se-le
tion algorithms is the ineÆ
ien
y (be
ause of theymust build the FRBCS for ea
h evaluation of a 
andi-date feature subset).We propose a feature sele
tion stage that 
ombinesboth kinds of feature sele
tion algorithms in this way:1. We use two �lter feature sele
tion algorithms thatlooks for feature subsets with variable size 
onsid-ering 
lass separability measures to determine anoptimal feature number for an spe
i�
 
lassi�
a-tion problem. In this work we employ the follow-ing ones:� the probabilisti
 algorithm Las Vegas Filter(LVF) [25, 24℄ based on the in
onsisten
yrate, proposed by Liu and Setiono, and� a greedy algorithm based on a forward se-le
tion sear
h using the mutual information(MIFS) developed by Battiti in [4℄.2. The results of these feature sele
tion algorithmsfor the 
lassi�
ation problem, provide us an ad-equate feature subset size for a wrapper featuresele
tion pro
ess that determines a feature sub-set of this 
ardinality with the best behaviour forthe 
lassi�
ation problem to solve. To in
reasethe eÆ
ien
y maintaining the e�e
tiveness of thewrapper feature sele
tion algorithms the proposaluses the pre
ision estimation provided by the k-nearest neighbour rule (k-NN) [11℄, that is verysensitive to the presen
e of irrelevant 
hara
teris-ti
s.The k-NN rule is not sensible to redundant 
hara
-teristi
s. The previous determination of the feature

subset size realised by �lter algorithms that do notuse the k-NN rule, helps to the wrapper sele
tion tosele
t only relevant variables and to redu
e e�e
tivelythe problem dimensionality, in an eÆ
ient way.In the next subse
tion we des
ribe two proposals forthe wrapper feature sele
tion pro
ess.3.3 Steady State Geneti
 Algorithms forFeature Sele
tionThe �rst stage of the learning pro
ess is 
arried outby a feature sele
tion algorithm based on a GA with avariant of the pure steady stage reprodu
tion me
ha-nism [33℄. This feature sele
tion pro
ess is a wrapperfeature sele
tion algorithm [22℄ that uses as evaluationfun
tion a pre
ision measure provided by the k-NN
onsidering only the features in
luded in the 
andidatefeature subset.The GA is des
ribed by its 
omponents:1. Coding s
heme.The feature sele
tion pro
ess obje
tive is to getan optimal feature subset with a �xed 
ardinality,so the integer 
oding using �xed length allows usto represent in a 
hromosome with length H a
andidate subset 
ontaining H variables in whi
h,the ith gen represents the ith sele
ted variable.The proposed GA permits the in
orporation ofavailable knowledge, that is, features subsets pro-vided by an expert or another feature sele
tionalgorithm, in the initial population. The remain-ing population is randomly generated.2. Adaptation Fun
tion.To in
rease the speed of the feature sele
tionstage, the estimation of the rea
hable pre
ision is
al
ulated by the k-NN. This test pre
ision esti-mation is obtained by the training random resam-pling proposed by Kohavi [22℄ for wrapper featuresele
tion algorithms, with 5 training-test parti-tions obtained from the original training set, andthe adaptation measure 
al
ulated by the arith-meti
 mean of the 5 test 
orre
t 
lassi�
ation re-sults. In this way, we 
an estimate the generalisa-tion 
apability of a feature subset without usingthe test set employed to validate the �nally ob-tained feature subset.3. Reprodu
tion S
heme.The proposed GA uses a variant of the steadystate reprodu
tion s
heme that does not substi-tute all the individual from the population in ea
h



generation, but a �xed number of them. We pro-pose a reprodu
tion s
heme that follows the nextsteps:- An intermediate population is generated byassigning probabilities by means of a linearranking and the universal sto
hasti
al sam-pling [2℄.- The 
rossover and mutation operators are ap-plied to some individuals from this interme-diate population. The number of 
hromo-somes to be 
reated will be determined bythe 
rossover and mutation probabilities.- The new 
hromosomes substitute to theworst adapted ones from the original popu-lation.The generation of more than two new 
hromo-somes leads to have more diversity in the newpopulation than the pure steady stage reprodu
-tion s
heme. Nevertheless, it maintains the steadystate 
hara
teristi
s be
ause the new populationonly di�ers from the previous one on these gener-ated 
hromosomes, whi
h substitute to the worstadapted.4. Crossover Operator.We propose two feature sele
tion algorithms thatdi�ers only in the 
rossover operator applied:� The algorithm that uses the partially 
om-plementary 
rossover operator [26℄ (whi
h wewill identify by SSGA I). This operator ex-ploits the sear
h spa
e tuning the obtainedsolutions in the following way: given two
hromosomes from the population P (t), Ctv =(
1; : : : ; 
M ) and Ctw = (
01; : : : ; 
0M ), two de-s
endants are generated:H1 = (d1; : : : ; dk; hk+1; : : : ; hM )H2 = (d1; : : : ; dk; h0k+1; : : : ; h0M )where d1; : : : ; dk are the 
ommon genes to thetwo 
hromosomes sele
ted to be 
rossed, andhk+1; : : : ; hM ; and h0k+1; : : : ; h0M are genesrandomly sele
ted among the remaining.In this way, the des
endants maintains theparents' 
ommon variables and randomly
ombines the remaining information. Theyare valid individual and do not need any re-pairing algorithm.� The algorithm that uses the two point
rossover with repair operator (noted in thispaper as SSGA II).An analysis of the SSGA I lets us observethat, sometimes, it 
an evolve to a popula-tion without enough diversity. To solve this

problem, we propose the two-point 
rossoveroperator with repair, whi
h not only exploitsthe information given by the parents, butalso introdu
es diversity in the des
endants.This operator works as follows: to obtain thedes
endants, for ea
h sele
ted 
hromosomepair, two 
ross points are determined, and thegenes between these points are ex
hanged.This pro
ess 
an generate non-valid individ-uals be
ause of the variable repetition. Tosolve this problem, a repairing algorithm sub-stitutes ea
h repeated gene by a non-sele
tedvariable.This two-point 
rossover operator with re-pair maintains the inheritan
e and re�ne-ment properties of the 
rossover operators,adding {when the des
endants has repeatedvariables{ the exploration property, verysuitable in the proposed evolutive pro
ess.5. Mutation Operator.The uniform mutation arbitrarily modi�es one ormore genes from an individual, removing the 
or-responding variable, and substituting it for an-other one whi
h is not present in the 
hromosome,introdu
ing diversity among the population.4 Experimentation and ResultAnalysisWe will show the results obtained using the proposedlearning pro
ess applied to the Sonar sample base.As we mentioned before, the feature sele
tion pro
esssele
ts variables sets with a �xed 
ardinality previouslydetermined. We 
ompute this 
ardinality by exe
ut-ing 
lassi
al feature sele
tion algorithms that sear
hfor an optimal and minimum feature set, as LVF [25℄and MIFS [4℄. These algorithms provide us 3 properfeature set sizes: 6, 12 and 15 variables whi
h redu
ein 90, 80 and 75 % respe
tively the fuzzy rule sear
hspa
e for the fuzzy rule generation, sele
tion and tun-ing pro
esses.A

ording to the previously exposed multistage learn-ing pro
ess, we exe
ute the feature sele
tion algo-rithms SSGA I and SSGA II with these three di�erentset sizes. We build FRBCSs with the generation pro-
ess -starting with the feature subsets obtained before-and analyse the results to determine two variable sub-sets (and 
onsequently two KBs) and FRMs with thebest behaviour for ea
h 
ardinality. In this way, andeÆ
iently by the iterative nature of the generation pro-
ess, we greatly redu
e the problem dimensionality be-
ause of limiting the fuzzy rule and FRMs spa
e to
onsider in following stages.



Algorithm FRM NR Tra. TestSSGA I OWA 55 94.23 89.42SSGA II Arithmeti
 Mean 58 93.27 90.38Table 2: Results for an FRBCS built using 6 featuresAlgorithm FRM NR Tra. TestSSGA I SOWA Or-Like 183 92.31 94.23SSGA II OWA 45 91.35 90.38Table 3: Results for an FBRCS built using 12 featuresAt last, we exe
ute the multisele
tion and tuning pro-
esses to get FRBCSs whi
h rea
h the results shownin Tables 2, 3 and 4.With the proposed learning pro
ess we have in
reasedin more than a 15 % the 
orre
t test 
lassi�
ation per-
entage, and over
ame the over�tting and eÆ
ien
yproblems, obtaining a simpler and more interpretableFRBCS.5 Con
lusionsUsually, in the FRBCS design the following problemsmust be individually or jointly solved:� The sele
tion of the most relevant features for the
onsidered 
lassi�
ation problem.� The fuzzy partition de�nitions for the linguisti
variables.� The generation of an RB that represents the sam-ples information and veri�es two desired proper-ties in any RB, the 
ompleteness and 
onsisten
y[28℄.� The generation of an RB with a good 
o-operationlevel among the fuzzy rules with respe
t to theFRM used in the 
lassi�
ation stage.The proposed multistage geneti
 learning pro
ess ofFRBCSs 
onsiders these problems in di�erent stages,obtaining a linguisti
 FRBCS with a good generalisa-tion level, that uses only the most informative featuresfor the problem, with an RB whi
h veri�es the 
om-pleteness and k-
onsisten
y properties, having a good
o-operation level depending on the FRM, and withan optimised DB.The in
lusion of an feature sele
tion stage in the learn-ing pro
ess leads to a limitation, previous to the FR-BCS design, of the fuzzy rule spa
e and allows an in-
rease in the eÆ
ien
y and eÆ
a
y of the learning pro-
ess.

Algorithm FRM NR Tra. TestSSGA I Classi
al 125 96.15 94.23SSGA II OWA 94 99.04 92.31Table 4: Results for an FRBCS built using 15 featuresAlso, the de
omposition of the learning pro
ess in mul-tiple stages, permits to progressively redu
e the prob-lem dimensionality.Referen
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al, biologi
al and engineer-ing systems. Systems Engineering Series. CRCPress, 1995.[4℄ Roberto Battiti. Using mutual information forsele
ting features in supervised neural net learn-ing. IEEE Transa
tions on Neural Networks,5(4):537{550, July 1994.[5℄ D. Beasly, D. R. Bull, and R. R. Martin. A se-quential ni
he te
hnique for multimodal fun
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