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Abstract
Nowadays, Linguistic Modeling is considered one of the most important applications of Fuzzy Set Theory, along with Fuzzy Control. Linguistic models have the advantage of providing a human-readable description of the system modeled in the form of a set of linguistic rules. In this chapter, we will analyze several approaches to improve the accuracy of linguistic models while maintaining their descriptive power. All these approaches will share the common idea of improving the way in which the Fuzzy Rule-Based System performs interpolative reasoning by improving the cooperation between the rules in the linguistic model Knowledge Base.
Introduction

Nowadays, Linguistic Modeling (LM) is considered one of the most important applications of Fuzzy Set Theory, along with Fuzzy Control. Linguistic models have the advantage of providing a human-readable description of the system modeled in the form of a set of linguistic rules [29], which is a desirable characteristic in many modeling problems. Unfortunately, their accuracy is sometimes not as high as desired when dealing with complex modeling problems, thus causing the designer to discard them and replace them by other kinds of more accurate but less interpretable models. This drawback is due to some problems related to the inflexibility of the concept of the linguistic variable, which is the one involved in the fuzzy rule structure.

In this chapter, we review several approaches to improve the accuracy of linguistic models while maintaining their descriptive power. All these approaches will share the common idea of improving the way in which the Fuzzy Rule-Based System (FRBS) performs interpolative reasoning by improving the cooperation between the rules in the linguistic model Knowledge Base (KB).

The rule cooperation may be induced in four different FRBS components, namely the Inference System (IS), the KB as a whole and both KB components in isolation, the Data Base (DB) and the Rule Base (RB). All of them will be analyzed. To be precise, we will deal with the following aspects:

- Genetic tuning of the membership functions.

- Simulated Annealing-based Learning of the DB from examples.

- Genetic selection of fuzzy rules.

- The Accurate Linguistic Modeling paradigm, based on a double-consequent linguistic rule generation and selection.

- The Hierarchical Accurate Linguistic Modeling paradigm, based on a hierarchical linguistic rule generation and selection.

- Cooperative Fuzzy Reasoning Methods for classification problems.

The behaviour of the first five methods in solving the real-world Spanish electrical distribution problem shown in the Appendix will be analyzed. On the other hand, the performance of the last one, the only dealing with classification problems, will be tested with the IRIS and
PIMA data sets. In every experiment, the same basic rule generation process will be considered, the Wang and Mendel's one (WM-method) [30]. Two variants of this method to deal with modeling and classification problems are also introduced in the Appendix.

In order to put this into effect, this chapter is set up as follows. In Section 1., the framework is presented, i.e., System Modeling with FRBSs, structure of linguistic models and problems of LM. Section 2. describes our proposals to improve the accuracy of LM, by presenting a short study of rule cooperation in FRBSs and a brief description of the different approaches. Sections 3., 4. and 5. present the specific proposals to induce cooperation from the DB, the RB and the KB respectively. On the other hand, our proposals to induce cooperation from the IS, including their own experiments, are introduced in Section 6. Finally, a summary of the chapter is presented in 7., and an Appendix describing the WM-method and the electrical problem used as benchmark is included.

1. FRAMEWORK

In this section, some preliminary concepts will be presented. First, System Modeling with FRBSs will be introduced and the two different existing approaches will be reviewed. The section will focus then on LM and the basic structure of two different kinds of linguistic models, for regression and classification problems, will be described. Finally, the problems of LM will be analyzed.

1.1 SYSTEM MODELING WITH FRBS

One of the most important applications of FRBSs is system modeling [5, 28], which in this field may be considered as an approach used to model a system making use of a descriptive language based on Fuzzy Logic with fuzzy predicates [29]. In this kind of modeling we may usually find two contradictory requirements, the accuracy and the interpretability of the model obtained.

It is possible to distinguish between two types of modeling when working with FRBSs: Linguistic Modeling and Fuzzy Modeling, according to the fact that the main requirement is the interpretability or the accuracy of the model, respectively. The former is developed by means of descriptive Mamdani-type FRBSs, which use fuzzy rules composed of linguistic variables [34] that take values in a term set with a real-world meaning, thus the linguistic model consists of a set of linguistic descriptions regarding the behaviour of the system being modeled [29]. On the other hand, Fuzzy Modeling is put into effect by means of approximate Mamdani-type FRBSs [3, 5, 10], systems in which the fuzzy rules are
composed of fuzzy predicates without a linguistic meaning, i.e., the variables forming the rules do not take as a value a linguistic term with a fuzzy set associated defining their meaning, but a fuzzy set directly.

Therefore, a linguistic model is a system description in the form of a linguistic rule set interpretable by human beings, which is a desirable characteristic in some problems.

1.2 STRUCTURE OF A LINGUISTIC MODEL

The basic structure of a linguistic model [31] is showed in Fig. 1.1.

![Structure of a linguistic model](image)

The Knowledge Base (KB) is the component containing the knowledge about the system modeled in the form of linguistic rules. It is composed of two components:

- **Rule Base (RB):** Collection of linguistic rules:

  \[ R_i : \text{IF } x_1 \text{ is } A_{i1} \text{ and } \ldots \text{ and } x_n \text{ is } A_{in} \text{ THEN } y \text{ is } B_i \]

  with \( x_j \) and \( y \) being linguistic system variables, and with \( A_{ij} \) and \( B_i \) being the linguistic labels associated with fuzzy sets specifying their meaning.

- **Data Base (DB):** Semantics of the linguistic labels (Fig. 1.2).

The Fuzzification Interface has the function of computing the firing degree of each single rule in the KB with respect to the current system input. This is done by computing the matching degree between the input and the rule antecedents, considering a conjunctive operator (a t-norm) when there is more than one input variable. The Inference System (IS) performs then the fuzzy reasoning process by applying the Compositional Rule of Inference [33] on each individual rule in the KB.
The output obtained from the latter process is a number of fuzzy sets equal to the number of rules fired. The Defuzzification Interface works by aggregating these individual fuzzy sets in a single one and transforming it into a real number, the final output of the FRBS. For more information on the reasoning process, refer to [9].

In this chapter, the membership functions considered in the DB will always be triangular-shaped. The minimum t-norm will be used as conjunctive and implication operators, while the Center of Gravity weighted by the matching will be the defuzzification method considered [9].

We use a global error measure, the mean square error (MSE), as evaluation measure for our proposals. The MSE will allow us to determine the accuracy of the linguistic model obtained, which directly depends on the cooperation levels of the rules existing in the KB. The MSE over a training data set, $E_p$, is represented by the following expression:

$$F(C_j) = \frac{1}{2|E_p|} \sum_{e_i \in E_p} (e_y^j - S(ex^i))^2$$

where $S(ex^i)$ is the output value obtained from the FRBS when the input variable values are $ex^i = (ex^i_1, \ldots, ex^i_n)$, and $e_y^j$ is the known desired value.

### 1.3 FUZZY RULE-BASED CLASSIFICATION SYSTEMS

In this section, a special type of linguistic models is introduced: Fuzzy Rule-Based Classification Systems (FRBCSs), the FRBSs used for classification problems.

The structure of an FRBCS is very similar to the one of an FRBS. In an FRBCS, two components are distinguished: 1) The KB, composed of RB and DB as in every linguistic model, and 2) an a Fuzzy Reasoning
Method (FRM), an inference procedure which derives conclusions from a fuzzy rule set and an example.

The FRBCS design implies finding both components, and this process is carried out through a supervised learning process, which starts with a set of correctly classified examples (training examples) and whose ultimate objective is to design a Classification System, assigning class labels to new examples with a minimum error. Finally, the system performance on the test data is computed, to gain an estimate about the FRBCS real error.

The composition of the DB is the usual one in LM. The main difference between an usual linguistic model and an FRBCS lies on the structure of the linguistic rule considered in the latter and, more concretely, on the form of the consequent of the fuzzy classification rule. Three different fuzzy classification rules have been proposed in the specialised literature with the consequent being: a class [2, 21], a class and a certainty degree associated to the classification of that class [24], and the certainty degree associated to the classification of each one of the possible classes [26].

In this work, we will consider FRBCSs composed of RBs of the former two types:

\[ R_k : \text{If } x_1 \text{ is } A_{1}^{k} \text{ and } \ldots \text{ and } x_N \text{ is } A_{N}^{k} \text{ then } Y \text{ is } C_{j} \]
\[ R_k : \text{If } x_1 \text{ is } A_{1}^{k} \text{ and } \ldots \text{ and } x_N \text{ is } A_{N}^{k} \text{ then } Y \text{ is } C_{j} \text{ with } r^{k} \]

where:

- \( x_1, \ldots, x_N \) are the selected features for the classification problem,
- \( A_{1}^{k}, \ldots, A_{N}^{k} \) are linguistic labels used to discretise the continuous variable domain,
- \( Y \) is the class \( C_{j} \in \{C_{1}, \ldots, C_{M}\} \) to which the example belongs, and
- \( r^{k} \) is the classification certainty degree in the class \( C_{j} \) for an example belonging to the fuzzy subspace defined by the rule antecedent.

Focusing on the FRM, the classical approach, called maximum matching, considers the rule with the highest association degree to make the final decision. This FRM classifies the pattern with the class of this rule. Graphically, this method could be seen as depicted in Fig. 1.3, where the rule \( R_k \) would show the highest association degree.
1.4 PROBLEMS OF LINGUISTIC MODELING

As said, interpretability and accuracy are usually contradictory requirements in System Modeling. Linguistic models present sometimes a lack of accuracy in complex modeling problems. As Zadeh pointed out in his principle of incompatibility [33], "as the complexity of a system increases, our ability to make precise and yet significant statements about its behaviour diminishes ...". Thus, although the use of Fuzzy Logic-based techniques, specifically of FRBSs, allows us to deal with the modeling of systems in which a certain degree of imprecision is involved, building a linguistic model clearly interpretable by human beings, the accuracy obtained is not always as good as desired and we prefer a loss in the model description ability to obtain an improvement in the overall model performance. The choice between how interpretable and how accurate the model must be usually depends on the user's needs for the specific problem and will condition the kind of FRBS selected to generate it.

The lack of accuracy is due to some problems relating to the fuzzy rule structure considered which are a consequence of the inflexibility of the concept of linguistic variable. A brief summary of these problems is shown as follows [6, 7]:

- Lack of flexibility due to the rigid partitioning of the input and output spaces.

- The homogeneous partitioning of these spaces when the input-output mapping varies in complexity within the space is inefficient and does not scale to high-dimensional spaces.

- Dependent input variables are very hard to partition.
Limitation on the size of the RB.

Hence, in many cases the linguistic model designed is not accurate to a sufficient degree and has to be discarded and replaced by other less interpretable but more accurate model. In this chapter, some proposals allowing us to improve the accuracy of linguistic models while maintaining their descriptive power will be introduced.

2. HOW TO IMPROVE THE ACCURACY OF LINGUISTIC MODELING

One of the most interesting features of an FRBS is the interpolative reasoning it develops. This characteristic plays a key role in the high performance of FRBSs and is a consequence of the cooperation among the fuzzy rules composing the KB. As is known, the output obtained from an FRBS is not usually due to a single fuzzy rule but to the cooperative action of several fuzzy rules that have been fired, because they match the input to the system to some degree (Fig. 1.4).

\[ \text{Fuzzy Rules} \quad \rightarrow \quad \text{Output Fuzzy Sets} \]

Input \quad \rightarrow \quad \text{Ri} \quad \rightarrow \quad \text{Bi'} \quad \rightarrow \quad \text{Output}

\[ ... \quad \rightarrow \quad ... \]

\text{Ri} \quad \text{Bi'} \quad \text{Output}

\[ ... \quad \rightarrow \quad ... \]

\text{Rm} \quad \text{Bi'} \quad \text{Output}

\[ ... \quad \rightarrow \quad ... \]

\text{Figure 1.4} \quad \text{Cooperation among the fuzzy rules}

Improving the cooperation among the fuzzy rules in the KB can be a good way to improve the accuracy of linguistic models. All our proposals will be based on this idea.

There are two components in an FRBS having a significant influence on the rule cooperation, the IS and the KB. The accuracy of the FRBS can be increased, while its descriptive nature can be preserved, improving the cooperation among rules in the KB by dealing with four different aspects: the IS, the KB as a whole, and its two components, the DB and the RB, in isolation.
We propose six different approaches acting on these four different components, that are not isolated and can be combined among them:

- **Approaches to induce cooperation from the DB:**
  - Genetic tuning of the membership functions [10]
  - Simulated Annealing-based Learning of the fuzzy partition granularity [17]
- **Approaches to induce cooperation from the RB:**
  - Genetic selection of fuzzy rules [10, 19, 23]
  - Accurate Linguistic Modeling paradigm: Double-consequent linguistic rule generation and selection [12, 13]
- **Approaches to induce cooperation from the KB:**
  - Hierarchical Accurate Linguistic Modeling Paradigm [18]
- **Approaches to induce cooperation from the IS:**
  - Cooperative Fuzzy Reasoning Methods for Classification Problems [14]

In the next sections, all of these proposals will be analyzed in depth. The specific search procedures considered will not be introduced in the chapter with the aim of not extending it excessively. The reader can refer to [20, 27] and [1] for clear and wide descriptions on Genetic Algorithms (GAs) and Simulated Annealing (SA) respectively.

### 3. APPROACHES TO INDUCE COOPERATION FROM THE DATA BASE

In the last few years, many approaches have been presented to automatically learn the RB from numerical information (input-output data pairs representing the system behaviour). However, there is not much information about the way to derive the DB and most of these RB learning methods need of the existence of a previous definition for it.

A common way to proceed involves considering uniform fuzzy partitions with the same number of terms (usually an odd number between three and seven) for all the linguistic variables existing in the problem. Therefore, this operation mode makes the DB have a significant influence on the FRBS performance. This is why some approaches try to improve the preliminary DB definition considered once the RB have been derived. To put this into effect, a tuning process considering the whole KB
obtained (the preliminary DB and the derived RB) is used a posteriori to adjust the membership function parameters. Our first proposal to improve the accuracy of LM is to do with this idea: given a complete KB, a *genetic tuning of the membership functions*. Nevertheless, the tuning process usually only adjusts the membership functions shapes and not the number of linguistic terms in each fuzzy partition, which remains fixed from the beginning of the FRBS design process. Our second proposal has a different starting point, it is a DB learning method and tries to learn an adequate fuzzy partition granularity for each linguistic variable using Simulated Annealing.

### 3.1 GENETIC TUNING OF THE MEMBERSHIP FUNCTIONS

The genetic tuning process [10] is based on the existence of a previous complete KB, that is, an initial DB definition and an RB constituted by $m$ fuzzy rules. The chromosomes only encode the primary fuzzy partitions constituting the DB in order to adjust the linguistic labels membership functions for all the fuzzy rules contained in the RB.

The GA designed presents a real coding issue that allows us to maintain the FRBS descriptive nature. Each chromosome encodes a different DB definition. A primary fuzzy partition is represented as an array composed by $3 \cdot N$ real values, with $N$ being the number of terms forming the linguistic variable term set. The complete DB for a problem, in which $m$ linguistic variables are involved, is encoded into a fixed length real coded chromosome $C_r$ built by joining the partial representations of each one of the variable fuzzy partitions as is shown in the following:

$$(a_{j}, b_{j}, c_{j}) \rightarrow \text{3-tuple encoding of the fuzzy set } j$$

$C_{ri} = (a_{i1}, b_{i1}, c_{i1}, \ldots, a_{iN_i}, b_{iN_i}, c_{iN_i}) \rightarrow \text{fuzzy partition of the linguistic variable } i.$

$C_r = C_{r1} \, C_{r2} \ldots \, C_{rm} \rightarrow \text{whole DB definition.}$

The initial gene pool is created making use of the initial DB definition. This one is encoded directly into a chromosome, denoted as $C_1$. The remaining individuals are generated by associating an interval of performance, $[c_{i}^{l}, c_{i}^{u}]$ to every gene $c_h$ in $C_1$, $h = 1 \ldots \sum_{i=1}^{m} N_i \cdot 3$. Each interval of performance will be the interval of adjustment for the corresponding gene, $c_h \in [c_{i}^{l}, c_{i}^{u}]$.

If $(t \mod 3) = 1$ then $c_t$ is the left value of the support of a fuzzy number. The fuzzy number is defined by the three parameters $(c_t, c_{t+1}, c_{t+2})$ and the intervals of performance are the following

$$c_t \in [c_{i}^{l}, c_{i}^{u}] = [c_t - \frac{2+c_{i}^{u}-c_{i}^{l}}{4}, c_t + \frac{2+c_{i}^{u}-c_{i}^{l}}{4}]$$
Fig. 1.5 Membership function and intervals of performance for the tuning process

\[ c_{t+1} \in \left[ c_{t+1}^l, c_{t+1}^r \right] = \left[ c_{t+1} - \frac{c_{t+1}^l - c_{t+1}^r}{2}, c_{t+1} + \frac{c_{t+1}^l - c_{t+1}^r}{2} \right] \]

\[ c_{t+2} \in \left[ c_{t+2}^l, c_{t+2}^r \right] = \left[ c_{t+2} - \frac{c_{t+2}^l - c_{t+2}^r}{2}, c_{t+2} + \frac{c_{t+2}^l - c_{t+2}^r}{2} \right] \]

Fig. 1.5 shows these intervals. Therefore, we create a population of chromosomes containing \( C_1 \) as its first individual and the remaining ones initiated randomly, with each gene being in its respective interval of performance.

The GA designed uses the stochastic universal sampling as selection procedure together with an elitist scheme. The operators employed for performing the individual recombination and mutation are Michalewicz’s non-uniform mutation [27] and the max-min-arithmetical crossover [22]. The MSE introduced in Section 1.2 plus a criterion penalizing the lack of the completeness property compose the fitness function. Further information about this approach can be found in [10].

Table 1.1 collects the results of a brief experimentation where the KB obtained from the WM-method for the electrical problem shown in the Appendix is refined by means of the introduced tuning process. The large accuracy improvement can be clearly seen.

### Table 1.1 Results obtained with the genetic tuning process

<table>
<thead>
<tr>
<th>Method</th>
<th>Granularity</th>
<th># Rules</th>
<th>( MSE_{training} )</th>
<th>( MSE_{test} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>WM-method</td>
<td>7 7 7</td>
<td>24</td>
<td>222622</td>
<td>240018</td>
</tr>
<tr>
<td>DB Tuning</td>
<td>7 7 7</td>
<td>24</td>
<td>144510</td>
<td>173167</td>
</tr>
</tbody>
</table>
3.2 LEARNING AN ADEQUATE FUZZY PARTITION GRANULARITY

As said, most of RB learning methods needs a previous definition of the DB, and the consideration of uniform fuzzy partitions with the same number of terms significantly affects the linguistic model accuracy. To solve this problem, we have developed a method to learn a good fuzzy partition granularity for a determined problem [17]. We try to learn the number of linguistic terms for each variable, maintaining uniform fuzzy partitions. Since the exhaustive exploration of the search space is a very time consuming task, we consider the SA heuristic local search technique to perform the search.

In our case, given an RB generating method and an specific problem, each candidate solution is a concrete granularity level for each problem variable (number of labels), and the cost function is based on the MSE of the FRBS obtained with the WM-method using a DB with that granularity.

Three stopping criteria have been considered in order to reduce the run time of the procedure:

- The maximum number of iterations allowed without global improvement is reached.
- No solution was accepted in the last iteration.
- The maximum number of solutions have been generated.

It is interesting to point out that in all the runs done in [17] the procedure finished due to the first or second stopping criteria.

The basic operation mode of SA, adapted to our problem, is described in the next algorithm, with $L$ being the number of possible values for the labels (seven in our case, $\{3, \ldots, 9\}$), with $N$ being the number of problem variables, with $\alpha$ being the decreasing factor of the temperature, and with $T_0$, $T$ being respectively the initial temperature, and the temperature in successive iterations.

\[
\text{SA} \ (T_0, \alpha, N, L):
\]
\[
T \leftarrow T_0;
\]
\[
S_{\text{act}} \leftarrow \text{Generate Initial Solution};
\]
\[
S_{\text{best}} \leftarrow S_{\text{act}};
\]

while (solutions $\leq L^N$) and (iterations without improv. $< N$) and not(iteration without accepted solution) do

begin

    count $\leftarrow$ 0

end
while (count < \( N^3 \)) and (accepted_solution_number < \( N^2 \)) do
begin
    \( S_{\text{rand}} \leftarrow \text{Generate Solution } N(S_{\text{act}}) \);
    \( \delta \leftarrow \text{cost}(S_{\text{rand}}) - \text{cost}(S_{\text{act}}) \);
    if \((U(0, 1) < e^{-\delta/T})\) or \((\delta < 0)\)
        then \( S_{\text{act}} \leftarrow S_{\text{rand}} \);
    if \( \text{cost}(S_{\text{act}}) < \text{cost}(S_{\text{best}}) \)
        then \( S_{\text{best}} \leftarrow S_{\text{act}} \);
    count \leftarrow count + 1;
end;
\( T \leftarrow \alpha(T) \);
end;
{Write as final solution, \( S_{\text{best}} \) }

The implementation of our SA procedure incorporates a taboo record of explored solutions, along with their cost, in order to eliminate the possibility of redundant executions of the RB generating method, with the consequent saving of run time. In fact, only 32 of the 59 solutions generated in the experiment developed in this chapter were evaluated. The results obtained are shown in Table 1.2, where the linguistic model generated by means of the granularity learning process can be compared with the one generated by the WM-method when considered the same number of labels (seven) for the three problem variables.

For more details about the SA procedure used and a wider experimentation, refer to [17].

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
Method & \multicolumn{3}{|c|}{Granularity} & MSE_{training} & MSE_{test} \\
\hline
WM-method & T & T & T & 222622 & 240018 \\
SA-based granularity learning & 8 & 9 & 9 & 192980 & 23675 \\
\hline
\end{tabular}
\caption{Results obtained with the SA-based fuzzy partition granularity learning}
\end{table}

4. APPROACHES TO INDUCE COOPERATION FROM THE RULE BASE

In this section, two methods to improve the FRBS performance by increasing the cooperation among the rules belonging to the RB are proposed: a genetic selection process of fuzzy rules and the Accurate Linguistic Modeling paradigm, based on double-consequent fuzzy rules.
4.1 Genetic Selection of Fuzzy Rules

The operation mode of many RB generation methods means that, in each input subspace, the rules are created individually from the examples in the input-output data set without taking into account the cooperation existing between them to give the final model output. That is, no information about the neighbour rules is considered in order to generate them. Because of this, the generated RB may present redundant or unnecessary rules making the model using this KB less accurate. In order to avoid this fact, a rule selection genetic process is proposed in [10, 23] with the aim of simplifying the initial linguistic rule set by removing the unnecessary rules from it and generating a KB with good cooperation.

The selection of the subset of linguistic rules best cooperating is a combinatorial optimization problem. Since the number of variables involved in it, i.e., the number of preliminary rules, may be very large, we consider an approximate algorithm to solve it, a GA. Another process solving the problem of selecting rules by means of the same technique is to be found in [25].

The rule selection genetic process is based on a binary coded GA, in which the selection of the individuals is performed using the stochastic universal sampling procedure together with an elitist selection scheme, and the generation of the offspring population is put into effect by using the classical binary multipoint crossover (performed at two points) and uniform mutation operators.

The coding scheme generates fixed-length chromosomes. Considering the rules contained in the initial linguistic rule set counted from 1 to \( m \), an \( m \)-bit string \( C = (c_1, \ldots, c_m) \) represents a subset of candidate rules to form the RB finally obtained, \( B^* \), such that,

\[
\text{If } c_i = 1 \text{ then } R_i \in B^* \text{ else } R_i \notin B^*
\]

The initial population is generated by introducing a chromosome representing the complete previously obtained rule set, i.e., with all \( c_i = 1 \). The remaining chromosomes are selected at random.

As regards the fitness function, \( F(C_j) \), it is based on the MSE of the FRBS using the RB encoded in the chromosome over the training data set as well as a criterion penalizing the lack of the completeness property of the said RB.

A possible improvement of this method is the genetic multiselection process [19], which obtains different simplified RBs for modeling and classification problems. It selects the rules cooperating best from the previous RB, by working as follows:
The basic rule selection genetic process is run several times.

Each time a simplified rule set is generated, the space zone where it is located is penalized by means of a genotypic sharing function (niching GAs [20]).

The process ends when the desired number of simplified RBs is generated.

Results for this proposal will not be presented in this chapter, since the WM-method generates a small rule set which does not verify the completeness property. For some results obtained when applying the genetic selection process to RBs generated from other learning methods, refer to [10, 19, 23]. On the other hand, we will see that the genetic selection process is considered in the other approach proposed to induce cooperation from the RB (next subsection) and on the one presented to induce it from the whole KB (Section 5.).

4.2 THE ACCURATE LINGUISTIC MODELING PARADIGM

The Accurate Linguistic Modeling (ALM) [12, 13] is a methodology to obtain more cooperative RBs for linguistic models. It is based on the following two aspects:

- The usual linguistic model structure is extended allowing the RB to present rules where each combination of antecedents may have two consequents (the primary and secondary in importance) associated when it is necessary to improve the model accuracy. It is clear that this will improve the capability of the model to perform the interpolative reasoning and, thus, its performance.

We should note that this operation mode does not constitute an inconsistency from the interpolative reasoning point of view but only a shift of the main labels making that the final output of the rule lie in an intermediate zone between them both. Hence, it may have the following linguistic interpretation. Let us suppose that a specific combination of antecedents, "x₁ is A₁ and ... and xₙ is Aₙ", has two different consequents associated, B₁ and B₂. From a LM point of view, the resulting double-consequent rule may be interpreted as follows:

IF x₁ is A₁ and ... and xₙ is Aₙ THEN y is between B₁ and B₂

- The previous point deals with the improvement of the fuzzy reasoning in an input subspace defined by a specific combination of
antecedents. On the other hand, the second aspect deals with the cooperation between the rules in the KB, i.e., with the overlapped space zones that are covered by different linguistic rules. Hence, it is considered an operation mode based on generating a preliminary fuzzy rule set in which single and double-consequent rules coexist and selecting the subset of them best cooperating. It is important to remark that each double-consequent rule is decomposed in two simple ones in the selection process. Thus, this stage will specify which double-consequent rules in the preliminary rule set will remain in the final RB, that is, those fuzzy input subspaces whose **two simple rules associated have been finally selected**.

On the other hand, it should be noted that the said operation mode gives more freedom to the RB generation process. As is known, the generation of the best fuzzy rule in each subspace does not ensure that the FRBS designed will perform well, due to the fact that the rules composing the KB may not cooperate suitably. The rule selection considered in ALM can make the final RB present single-consequent rules not being the best ones in their fuzzy input subspaces in order to improve the cooperation of the global RB.

In [12], two specific generation processes based on the ALM methodology are introduced. Both of them are based on two stages: double-consequent rule generation and rule selection. In the following, one of these processes is briefly described:

1. **A linguistic rule generation method** from examples based on a modification of the WM-method that involves generating the two most important consequents for each combination of antecedents (instead of only the most important one, as this method usually do). All the WM-method steps shown in the Appendix remain the same but the fourth one (**Obtain a final RB from the preliminary fuzzy rule set**). Whilst in that method the rule with the highest importance degree is the only one chosen for each combination of antecedents, in our case we allow two different rules, the two most important ones in each input subspace (if they exist), to form part of the RB, thus creating a double-consequent rule.

Of course, a combination of antecedents may not have rules associated (if there are no examples in that input subspace) or only one rule (if all the examples in that subspace generated the same rule). Therefore, the generation of rules with double consequent is only addressed when the problem complexity, represented by the example set, shows that it is necessary.
2. The rule selection genetic process, introduced in Section 4.1, that selects the subset of rules in the preliminary linguistic set cooperating best working in the said way.

Another important characteristic of ALM is that it has no influence on the linguistic model inference system. The only restriction imposed is that the defuzzification method must consider the matching degree of the rules fired. In this chapter we work with the Center of Gravity weighted by the matching degree [9].

The inference mechanism designed will perform in the way shown next when it receives an input \( x_0 = (x_1, \ldots, x_n) \):

1. For each rule \( R_i, i = 1, \ldots, T \), in the KB:
   
   (a) Compute the matching degree, \( h_i \), of the rule:
       \[
       h_i = Min(\mu_{A_{i1}}(x_1), \ldots, \mu_{An}(x_n))
       \]
   
   (b) Apply the Minimum t-norm in the role of implication operator to obtain the fuzzy set resulting from the application of the inference process on that rule, \( B_i^t \):
       \[
       \mu_{B_i^t}(y) = Min(h_i, \mu_{B_i}(y))
       \]

2. Obtain the Center of Gravity for each individual fuzzy set \( B_i^t \):
   
   \[
   y_i = \frac{\int y \cdot \mu_{B_i}(y) \cdot dy}{\int \mu_{B_i}(y) \cdot dy}
   \]

3. Compute the final output given by the system as output, \( y_0 \), by aggregating the partial actions obtained by means of the matching degree weighted average:
   
   \[
   y_0 = \frac{\sum_{i=1}^{T} h_i \cdot y_i}{\sum_{i=1}^{T} h_i}
   \]

The results obtained by the ALM-based process proposed in the solving of the electrical application tackled are showed in Table 1.3. In order to analyze the influence of the genetic selection process introduced in Section 4.1, two different rows will be associated to the ALM process in the table, each one collecting the results obtained after the application of each stage composing it. As can be seen, the linguistic model obtained is simpler and more accurate to a high degree than the WM-method one. We should note that the number of rules showed (20) stands for simple rules, i.e., the double-consequent rules existing in the RB have been counted twice for comparison purposes.
Table 1.3 Results obtained with ALM

<table>
<thead>
<tr>
<th>Method</th>
<th>Granularity</th>
<th># Rules</th>
<th>$MSE_{\text{training}}$</th>
<th>$MSE_{\text{test}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WM-method</td>
<td>777</td>
<td>24</td>
<td>222622</td>
<td>240018</td>
</tr>
<tr>
<td>ALM (generation)</td>
<td>777</td>
<td>34</td>
<td>231174</td>
<td>200067</td>
</tr>
<tr>
<td>ALM (selection)</td>
<td>777</td>
<td>20</td>
<td>155866</td>
<td>178601</td>
</tr>
</tbody>
</table>

5. **APPROACHES TO INDUCE COOPERATION FROM THE KNOWLEDGE BASE**

A single method will be introduced belonging to the group of approaches inducing cooperation from the whole KB (i.e., both from the DB and the RB), the *Hierarchical System of Linguistic Rules (HSLR)* learning methodology. In HSLRs, the linguistic variables involved in the fuzzy rules are defined in linguistic partitions with different granularity levels, thus making the rules belong to different hierarchical levels [18].

To do so, the KB structure of linguistic models is extended by introducing the concept of “layers”. In this extension, which is also a generalization, the KB is composed of a set of layers where each one contains linguistic partitions with different granularity levels and linguistic rules whose linguistic variables take values in these partitions. This KB is called Hierarchical Knowledge Base (HKB), and it is formed by a Hierarchical Data Base (HDB) and a Hierarchical Rule Base (HRB), containing linguistic partitions of the said type and linguistic rules defined over them, respectively.

The description of the HKB and the relation between its components is studied next, and the methodology to automatically design an HSLR from generic linguistic rule generating methods is introduced later on. For more details about HSLR methodology, refer to [18].

5.1 **HIERARCHICAL KNOWLEDGE BASE**

This HKB is composed of a set of layers. We define a layer by its components in the following way:

$$layer(t,n) = DB(t,n) + RB(t,n)$$

with $DB(t,n)$ being the DB which contains the linguistic partitions with granularity level $n$ of layer $t$, and with $RB(t,n)$ being the RB formed by those linguistic rules whose linguistic variables take values in the former partitions. From now on and for the sake of simplicity, we are going
to refer to the components of a \( DB(t, n) \) and \( RB(t, n) \) as \( n \)-linguistic partitions and \( n \)-linguistic rules, respectively.

This set of layers is organized as a hierarchy, where the order is given by the granularity level of the linguistic partition defined in each layer. That is, given two successive layers \( t \) and \( t + 1 \), then the granularity level of the linguistic partitions of layer \( t + 1 \) is greater than the ones of layer \( t \). This causes a refinement of the previous layer linguistic partitions.

As a consequence of the previous definitions, we could now define the HDB as the union of the DBs of every layer \( t \):

\[
HDB = \bigcup_t DB(t, n)
\]

and by the same token, the HRB is defined as:

\[
HRB = \bigcup_t RB(t, n)
\]

Focusing again on the HDB, we should note that, in this work, we are using \( n \)-linguistic partitions with the same number of linguistic terms for all input-output variables, composed of triangular-shaped, symmetrical and uniformly distributed membership functions.

In order to build the HDB, we develop an strategy which satisfies two main requirements:

- To preserve all possible fuzzy set structures from one layer to the next in the hierarchy.
- To make smooth transitions between successive layers.

Hence, to build a new linguistic partition in the DB of the layer \( t + 1 \) from a \( n \)-linguistic partition of the layer \( t \) with the minimum change between their granularity levels, we just add a new linguistic term between each two consecutive terms of the \( n \)-linguistic partition, after reducing the support of these linguistic terms in order to keep place for the new one, which is located in the middle of them. An example of the correspondence between a \( 3 \)-linguistic partition and \( 5 \)-linguistic partition is shown in Fig. 1.6.

Generically, we could say that a DB from a layer \( t + 1 \) is obtained as:

\[
DB(t, n) \rightarrow DB(t + 1, 2 \cdot n - 1)
\]

which means that an \( n \)-linguistic partition in \( DB(t, n) \) with \( n \) linguistic terms becomes a \((2n - 1)\)-linguistic partition in \( DB(t + 1, 2 \cdot n - 1) \).

As regards the HRB, the \( n \)-linguistic rules contained in \( RB(t, n) \) are those rules whose linguistic variables take values from the \( n \)-linguistic partitions contained in \( DB(t, n) \).
The main purpose of developing an HRB is to model the space of the problem in a more accurate way. To do so, those *n-linguistic rules* that model a subspace with bad performance are expanded in a set of 

\((2n - 1)-\text{linguistic rules}\), which become their image in \(RB(t + 1, 2 \cdot n - 1)\). This set of rules models the same subspace that the former one and replaces it.

We should note that not all *n-linguistic rules* are to be expanded. Only those *n-linguistic rules* which model a subspace of the problem with a significant error become the ones that are involved in this rule expansion process to build the \(RB(t + 1, 2 \cdot n - 1)\). The remaining rules preserve their location in \(RB(t, n)\).

An explanation for this behaviour could be found in the fact that it is not always true that a set of rules with a higher granularity level perform a better modeling of a problem than other set composed of linguistic rules with a lower granularity level. Moreover, this is not true for all kinds of problems, and what is more, it is also not true for all linguistic rules that model a problem [16]. In an attempt to put this idea
into effect, we consider a three-stage process to perform the mentioned rule expansion:

- Selection of those bad performance $n$-linguistic rules from $RB(t, n)$ that are going to be expanded in $RB(t + 1, 2 \cdot n - 1)$.

- Selection of those terms from $DB(t + 1, 2 \cdot n - 1)$ that are going to be contained in the $(2n - 1)$-linguistic rules, considered as an image of the bad rules.

- Accomplishment of the $(2n - 1)$-linguistic rule generation process, based on the previously selected term sets.

5.2 STRUCTURE OF THE HSLR LEARNING METHODOLOGY

Our HSLR learning methodology is composed of three main processes which will be described in detail in the following subsections [18]:

- The first process generates the HKB following the descriptions given previously.

- The second process performs a genetic rule selection task that removes the redundant or unnecessary rules from the HRB in order to select a subset of rules that cooperate better.

- In the third process, a user evaluation process extends this approach to an iterative process, where he could adapt many parameters and re-execute the processes to achieve better results.

5.3 HIERARCHICAL KNOWLEDGE BASE GENERATION PROCESS

In this subsection we present our methodology to generate an HKB. It is based on an inductive linguistic rule generation method (LRG-method), that in this chapter will be the WM-method. It also takes as a base a set of input-output data $E_p$ and a previously defined $DB(t, n)$.

Our HKB generation process has three main steps, that are listed below:

1. **RB(t,n) generation process**, where the rules from the present $DB(t, n)$ are generated.

   An LRG-method is run with the terms defined in the present partitions, that are in $DB(t, n)$, denoted as $LRG(DB(t, n), E_p)$. 
2. **RB(t+1,2\cdot n-1) generation process**, where the linguistic rules from layer $t+1$ are generated taking into account $RB(t,n)$, $DB(t,n)$ and $DB(t+1,2 \cdot n-1)$.

(a) **Calculate the error of** $RB(t,n)$: Compute $MSE(E_p, RB(t,n))$

(b) **Calculate the error of each individual n-linguistic rule**: Compute $MSE(E_i, R^n_i)$.

(c) **Select the set of n-linguistic rules with bad performance**: Select those bad $n$-linguistic rules which are going to be expanded:

\[ \text{IF } MSE(E_i, R^n_i) \geq \alpha \cdot MSE(E_p, RB(t,n)) \text{ THEN } R^n_i \in RB_{bad}(t,n) \text{ ELSE } R^n_i \in RB_{good}(t,n) \]

For example, $\alpha = 1.1$ means that an $n$-linguistic rule with an MSE a 10% higher than the MSE of the entire $RB(t,n)$ should be expanded.

(d) **Obtain the DB(t+1,2\cdot n-1)**: create $DB_x(t+1,2\cdot n-1)$ for all input linguistic variables $x_j (j = 1, ..., m)$, and $DB_y(t+1,2\cdot n-1)$ for the output linguistic variable $y$.

(e) **Select the (2\cdot n-1)-linguistic partition terms**: Obtain those terms in $DB(t+1,2\cdot n-1)$ that are considered in the fuzzy input and output subspaces of the bad rules that are to be expanded: $I(R^n_i), \forall R^n_i \in RB_{bad}(t,n)$.

(f) **Combine the selected (2\cdot n-1)-linguistic partition terms to perform (2\cdot n-1)-linguistic rules**: For each $R^n_i \in RB_{bad}(t,n)$, compute $LRG(I(R^n_i), E_i)$.

3. **HRB summarization process**, where the linguistic rules from the both RBs are joined to obtain the HRB.

Obtain a set of linguistic rules, joining the group of the new generated (2\cdot n-1)-linguistic rules and the former good performance n-linguistic rules:

$$HRB = RB_{good}(t,n) \cup RB(t+1,2 \cdot n-1)$$

### 5.4 **Hierarchical Rule Base Selection Process**

As has been seen in previous sections, the operation mode of the proposed generation method means that in each input subspace, the $n$-linguistic rules are created individually from the examples in the input-output data set. This happens without taking into account the cooperation existing among the rules which gives the final model output. That
is, no information about the neighbor rules is considered in order to generate them.

In the HRB – where there are coexisting rules with different granularity levels – it may happen that a complete set of \((2^n - 1)\)-linguistic rules, which replaces an expanded rule, does not produce good results. This means that there will be higher errors. However, a subset of this set of \((2^n - 1)\)-linguistic rules may work properly, with less rules that have good cooperation between them. Thus, the HRB generated may present redundant or unnecessary rules making the model using this HKB less accurate.

In order to avoid this fact, we will use the linguistic rule selection genetic process described in Section 4.1. with the aim of simplifying the initial linguistic rule set by removing the unnecessary rules from it and generating an HKB with good cooperation.

### 5.5 USER EVALUATION PROCESS

The application of our methodology could be also considered as an user controlled iterative process. In this sense, the user could adapt the granularity of the initial linguistic partitions and/or the threshold \(\alpha\) which determines if an \(n\)-linguistic rule will be expanded in a set of \((2^n - 1)\)-linguistic rules, and apply again the process in order to obtain a better model.

This process works in this way: if the error measure of the obtained model (i.e. global error) does not satisfy the user requirements, then the user can adapt the parameter \(\alpha\) – item 2.c in the HKB Generation Process – and/or reinitialize the process with a different granularity level for the initial partition of the linguistic variables domain.

### 5.6 EXPERIMENTAL STUDY

The results obtained by applying the HSLR learning process introduced in this section to the electrical problem are shown in Table 1.4. For a complete experimentation to solve this and other problems, refer to [18]. In view of the data showed in the table, it can be seen that the model generated performs significantly better than the WM-method one, with a short interpretation ability lose (28 rules in the KB instead of 24).
6. APPOACHES TO INDUCE COOPERATION FROM THE INFERENCE SYSTEM

In this section, we propose a new fuzzy reasoning model for a concrete type of linguistic models: FRBCSs, the FRBSs for classification problems. Some specific FRMs included in the general model will be also introduced with the aim of improving the rule cooperation in these kinds of systems.

6.1 IMPROVING THE RULE COOPERATION IN FRBCSS

By using the classical FRBCS reasoning method shown in Section 1.3, the information provided by the other rules that also are compatible (have also been fired) with the example is not considered. In this section, we propose to use FRMs that combine the information given by the different rules fired by a pattern.

To do so, a general reasoning model for FRBCSs [14] is introduced, that in this paper is particularised to an RB composed of rules with a class and its certainty degree in the consequent. This model is described in the following.

In the classification of an example \( E^t = (e^t_1, \ldots, e^t_N) \), the RB \( R = \{R_1, \ldots, R_l\} \) is divided into \( M \) subsets according to the class indicated by its consequent,

\[
R = R_{C_1} \cup R_{C_2} \cup \ldots \cup R_{C_M}
\]

and the next scheme is followed:

1. Compatibility degree. The compatibility degree of the antecedent with the example is computed for all the rules in the RB, applying a \( t \)-norm over the membership degree of the values of the example \( (e^t_k) \) to the corresponding fuzzy subsets.

\[
R^k(E^t) = T(\mu_{A^t_1}(e^t_1), \ldots, \mu_{A^t_N}(e^t_N)), \quad k = 1, \ldots, L
\]
2. **Association degree.** The association degree of the example $E^t$ with the $M$ classes is computed according to each rule in the RB.

$$b^k_i = h(R^k(E^t), r^k), \quad k = 1, \ldots, |R_{C_i}| \quad i = 1, \ldots, M$$

3. **Weighting function.** The values obtained are weighted by means of a function $g$. An expression which promotes the highest values and penalizes the smallest ones seems to be the most adequate choice for this function.

$$B^k_i = g(b^k_i), \quad k = 1, \ldots, |R_{C_i}| \quad i = 1, \ldots, M$$

4. **Pattern classification soundness degree for all classes.** To compute this value, an aggregation operator is used which combines, for each class, the positive association degrees computed in the previous step.

$$Y_i = f(B^k_i, \quad k = 1, \ldots, |R_{C_i}| \text{ and } B^k_i > 0), \quad i = 1, \ldots, M$$

with $f$ being an aggregation operator that returns a value between the minimum and the maximum.

5. **Classification.** A decision function $F$ is applied to the classification degrees of the example. This function will return the class label corresponding to the maximum value.

$$C_l = F(Y_1, \ldots, Y_M) \text{ such that } Y_i = \max_j Y_j$$

We should note that, in this general model, if we select the function $f$ in the fourth step as the maximum operator, we have the classical FRM:

$$f_0(a_1, \ldots, a_s) = \max_{i=1,\ldots,s} a_i$$

with $a_1, \ldots, a_s$ being the values to aggregate for an example $E^t$ with respect to a class $C_j$.

According to the general reasoning model, we propose a new kind of inference models. The difference lies on the choice of function $f(\cdot)$ in step 4, due to the fact that we consider FRMs that integrate all fuzzy rules to derive conclusions from a set of fuzzy classification rules and a pattern. This idea is graphically represented in Fig. 1.7.

Some proposals for the function $f$ in FRBCSs belonging to this family are described in Table 1.5. An analysis of them, as well as a review of previous applications of the first function $f_1$, is to be found in [14].
Figure 1.7  FRM integrating all fuzzy rules

<table>
<thead>
<tr>
<th>Normalized Sum</th>
<th>Sowa and-like</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1(a_1, \ldots, a_n) = \frac{\sum_{i=1}^{n} a_i}{n} )</td>
<td>( f_4(a_1, \ldots, a_n) = \alpha \cdot a_{\text{min}} + (1 - \alpha) \frac{\sum_{i=1}^{n} a_i}{n} )</td>
</tr>
<tr>
<td>( f_{max} = \max_{j=1}^{m} \sum_{i=1}^{n} a_i )</td>
<td>( \alpha \in [0, 1], \quad a_{\text{min}} = \min{a_1, \ldots, a_n} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Arithmetic Mean</th>
<th>Sowa or-like</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_2(a_1, \ldots, a_n) = \frac{\sum_{i=1}^{n} a_i}{n} )</td>
<td>( f_5(a_1, \ldots, a_n) = \alpha \cdot a_{\text{max}} + (1 - \alpha) \frac{\sum_{i=1}^{n} a_i}{n} )</td>
</tr>
<tr>
<td>( \alpha \in [0, 1], \quad a_{\text{max}} = \max{a_1, \ldots, a_n} )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quasiarithmetic Mean</th>
<th>Badd</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_3(a_1, \ldots, a_n) = H^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} H(a_i) \right] )</td>
<td>( f_6(a_1, \ldots, a_n) = \frac{\sum_{i=1}^{n} a_i^{\alpha+1}}{\sum_{i=1}^{n} a_i^{\alpha}}, \quad \alpha \in \mathbb{R} )</td>
</tr>
<tr>
<td>with ( a_1, \ldots, a_n ) being the values to aggregate for pattern ( E^i ) with respect to a class ( C_j )</td>
<td></td>
</tr>
</tbody>
</table>

6.2 EXPERIMENTAL STUDY

For this brief study, two well known sets of samples, IRIS and PIMA, have been considered. The IRIS data base is a set of 150 examples of iris flowers with three classes and four attributes. PIMA is a set of 768 solved cases of diagnostics of diabetes where eight variables are taken into account and there are two possible classes (having or not having the disease).

Taking into account the characteristics of the example sets, fuzzy partitions constituted by five triangular fuzzy sets have been considered to define the DB in both cases. As regards the RB, two different kinds of fuzzy classification rules have been considered for the experimentation,
the ones with only a class and with a class and its certainty degree in
the consequent. The RB has been generated by means of the adaption
of the WM-method to classification problems shown in the Appendix in
both cases.

To calculate an error estimation of an FRBCS, random resampling
[32] with five random partitions of the sample bases in training and test
sets (70% and 30% respectively) have been considered.

The best results obtained with our different proposals of FRMs are
showed in Tables 1.6 and 1.7 for the two types of rules considered. The
classification percentages obtained by the classical reasoning method
are also shown for comparison purposes. For a complete experimental
study including all the FRMs proposed and comparing against different
classification techniques, refer to [14].

<table>
<thead>
<tr>
<th>Table 1.6</th>
<th>Results obtained when using rules with a class in the consequent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>Pima</td>
</tr>
<tr>
<td></td>
<td>Classical (f0)</td>
</tr>
<tr>
<td></td>
<td>Tra</td>
</tr>
<tr>
<td>Iris</td>
<td></td>
</tr>
<tr>
<td>Classical</td>
<td>90.97</td>
</tr>
<tr>
<td>f1 g1</td>
<td>98.56</td>
</tr>
<tr>
<td>f2 g2</td>
<td>90.64</td>
</tr>
<tr>
<td>f3 g2</td>
<td>89.73</td>
</tr>
</tbody>
</table>

| Table 1.7 | Results obtained when using rules with a class and a certainty degree in
the consequent |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>Pima</td>
</tr>
<tr>
<td></td>
<td>Classical (f0)</td>
</tr>
<tr>
<td></td>
<td>Tra</td>
</tr>
<tr>
<td>Iris</td>
<td></td>
</tr>
<tr>
<td>Classical</td>
<td>97.31</td>
</tr>
<tr>
<td>f1 g1</td>
<td>97.31</td>
</tr>
<tr>
<td>f2 g2</td>
<td>97.31</td>
</tr>
<tr>
<td>f3 g1</td>
<td>97.31</td>
</tr>
</tbody>
</table>

In view of the results obtained, the cooperative FRMs have demon-
strated a good behaviour with RBs obtained from rule generation pro-
cesses not considering them. However, it is possible to obtain better
results by including them in the FRBCS learning process. To do so, a
three-stage genetic fuzzy rule-based classification system considering
the rule cooperation induction during the learning stage was introduced in
7. SUMMARY

This chapter has been devoted to the problem of improving the accuracy of linguistic models while maintaining its descriptive power. As shown, linguistic models are human-readable rule-based descriptions of the system modeled but sometimes they are not as accurate as desired due to some problems of the linguistic rule structure.

With this aim, the possibility of improving the way in which the linguistic model performs interpolative reasoning by improving the cooperation between the rules in the KB has been analyzed. Several approaches to do so have been introduced, classified in four different groups according to the FRBS component from which the cooperation is induced: IS, KB, DB and RB. To be precise, the following six approaches have been studied:

- Genetic tuning of the membership functions (DB).
- SA-based Learning of the DB from examples (DB).
- Genetic selection of fuzzy rules (RB).
- The ALM paradigm, based on a double-consequent linguistic rule generation and selection (RB).
- The HALM paradigm, based on a hierarchical linguistic rule generation and selection (KB).
- Cooperative FRMs for classification problems (IS).

The behaviour of the first five has been analyzed in solving a real-world Spanish electrical distribution problem, where all of them have obtained good results, being more accurate than the basic linguistic model generated from the WM-method. On the other hand, the last one has shown good performance with the classical IRIS and PIMA data sets.

As mentioned in the chapter, the different approaches proposed are not mutually exclusive and can be combined to obtain better linguistic models. In fact, the ALM and HALM paradigms make use of other of the approaches introduced, the rule selection genetic process, as one of their components. This fact makes us think that the combination of the different approaches can be a promising research field and our future work will be focused on studying it.
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Appendix: The Wang and Mendel Rule Generation Method

The Wang and Mendel’s RB generation method (WM-method) [30] is one of the simplest and most known LM design methods (for more information about the different learning techniques considered for this task and some specific approaches, refer to [4]). In this inductive method, the generation of the RB is put into effect by means of the following steps:

1. **Consider a fuzzy partition of the input variable spaces**: It may be obtained from the expert information (if it is available) or by a normalization process. If the latter is the case, perform a fuzzy partition of the input variable spaces dividing each universe of discourse into a number of equal or unequal partitions, select a kind of membership function and assign one fuzzy set to each subspace.

2. **Generate a preliminary linguistic rule set**: This set will be formed by the rule best covering each example (input-output data pair) contained in the training data set. The structure of these rules is obtained by taking a specific example, i.e., an n + 1-dimensional real array (n input and 1 output values) and setting each one of the rule variables to the linguistic label associated to the fuzzy set best covering every array component.

3. **Give an importance degree to each rule**: Let \( R_i = \text{IF } x_1 \text{ is } A_1 \text{ and } \ldots \text{ and } x_n \text{ is } A_n \text{ THEN } y \text{ is } B \) be the linguistic rule generated from the example \( e_i = (x_1^i, \ldots, x_n^i, y^i) \). The importance degree associated to it will be obtained as follows:
   \[
   G(R_i) = \mu_{A_1}(x_1^i) \cdot \ldots \cdot \mu_{A_n}(x_n^i) \cdot \mu_B(y^i)
   \]

4. **Obtain a final RB from the preliminary fuzzy rule set**: The rule with the highest importance degree is chosen for each combination of antecedents.

Appendix: The Wang and Mendel Rule Generation Method for Classification

In [8], an extension of the WM-method was proposed to deal with classification problems. This process starts with a set of input-output data pairs (the training data set) with the following structure:

\[
E^1 = (e_1^1, \ldots, e_N^1, o^1), \quad E^2 = (e_1^2, \ldots, e_N^2, o^2), \quad \ldots, \quad E^p = (e_1^p, \ldots, e_N^p, o^p)
\]
Table 1.C.1 Variables of the electrical problem

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>Number of inhabitants of the town</td>
</tr>
<tr>
<td>$x_2$</td>
<td>Distance from the center of the town to the three furthest clients</td>
</tr>
<tr>
<td>$y$</td>
<td>Total length of low voltage line installed</td>
</tr>
</tbody>
</table>

where $d^h$ is the class label for the pattern $E^h$.

The task here is to generate a set of linguistic classification rules from the training data set that describes the relationship between the system variables and determines a mapping $D$ between the feature space $S^N$ and the class set $C = \{C_1, \ldots, C_M\}$.

The method consists of the following steps:

1. **Fuzzifying the feature space.** Finding the domain intervals of the attributes and partition each domain into $X_i$ regions ($i = 1, \ldots, N$). A membership function is adopted for each fuzzy region.

2. **Generating fuzzy rules from given data pairs.** For each training data $E^h = (e_1^h, \ldots, e_N^h, d^h)$, we have
   - To determine the membership degrees of $e_i^h$ in different input fuzzy subsets.
   - To assign the input $e_1^h, \ldots, e_N^h$ to the region with the maximum membership degree.
   - To produce a fuzzy rule from $E^h$, with the if-part that represents the selected fuzzy region and the consequent with the class determined by $d^h$. Repeated fuzzy rules are not considered.

Appendix: Total low voltage line length installed in a rural town

The problem considered is that of finding a model that relates the total length of low voltage line installed in Spanish rural towns [15]. This model will be used to estimate the total length of line being maintained by an electrical company. We were provided with a sample of 495 towns in which the length of line was actually measured and the company used the model to extrapolate this length over more than 10,000 towns with these properties. We will limit ourselves to the estimation of the length
of line in a town, given the inputs showed in Table 1.C.1. To develop the different experiments in this chapter, the sample has been randomly divided in two subsets, the training and test ones, with an 80%-20% of the original size respectively. Thus, the training set contains 396 elements, whilst the test one is composed by 99 elements.
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